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ABSTRACT 

The aqueous corrosion of glass is of considerable interest given its critical role in 

industrial applications, biomedical processes, and carbon dioxide sequestration in earth’s 

crust. Particularly, a thorough understanding of corrosion of nuclear waste form glass is a 

prioritized task for its use in the application of nuclear waste storage under current energy 

demands. The modifier ions in the glass network exchange with hydrogen species upon 

contact with aqueous solution, and this ion-exchange process leads to the dissolution of 

Si from the glass network. In order to quantify the kinetics of glass dissolution, 

phenomenological observations of corroded glass has led to the discovery of a hydration 

coupled ion-exchange mechanism of glass corrosion. However, those observations were 

mostly based on the corrosion of pulverized glasses or bulk glasses of interest and lacked 

the use of surface characterization tools in investigating the glass corrosion behavior. In 

this study, attention was focused on how surface characterization techniques can 

contribute to the understanding of glass corrosion. Firstly, a series of glass surface 

finishing techniques was evaluated both compositionally and morphologically using X-

ray photoelectron spectroscopy and atomic force microscopy. Also, advanced fractal 

algorithms were used when analyzing the AFM images in search of an atomically smooth 

glass surface with surface composition close to the bulk composition. For the very first 

time, an aluminoborosilicate glass melt surface prepared by heat treatment was used to 

develop a novel method of measuring glass dissolution rates and monitoring surface 

roughening behavior via AFM. The obtained glass dissolution rate (via AFM) is similar 

to the reported dissolution rates of other glasses with similar composition. Additionally, it 

was found that the corrosion of glass can lead to the roughening of glass surfaces. A 

similar relationship was observed using synchrotron radiated X-ray reflectivity and 

diffuse scattering. The XRR and XDS study of two different flat panel silicate glasses 

highlights a new series of evidence favoring the interfacial dissolution and reprecipitation 

mechanism of glass dissolution. The XRR/XDS evidence in favor of this mechanism is 

also supported by XPS data and associated calculations. 
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INTRODUCTION 

 Silicate minerals are naturally abundant on the earth’s crust, and such abundance 

led to the development of materials such as ceramics, glass, cement, etc. Significant 

progress has been achieved upon development of silicate based materials, which now 

have become a major materials category in daily life (e.g. electrical circuits, silicon 

processors, panel glasses and crystal lenses in a modern smart phone). However, although 

not obvious, silicates degrade when being exposed to atmosphere or aqueous media. 

Particularly, the degradation or corrosion of silicate glasses is of considerable interest due 

to its critical role in storing nuclear wastes. In a typical strategy of storing nuclear wastes, 

the radioactive nuclear waste is vitrified with a silicate matrix and stored in a deep 

repository. The modifier ions in the nuclear waste form glass exchange with hydrogen 

species (either from the atmosphere or groundwater), and this ion-exchange process leads 

to the breakdown of silica networks as well as leakage of radioactive elements. Thus, a 

detailed understanding of the kinetics, phenomena, and mechanisms of glass corrosion is 

critical prior to the use of nuclear energy as a sustainable and renewable energy source. 

 It was found that the ion-exchange process during glass corrosion forms an 

amorphous silica gel layer on top of the de-alkalized glass (as a result of ion-exchange). 

The silica gel layer has been given a lot of attention in various glass corrosion studies due 

to its role as a diffusion barrier for the hydration process. The findings from these studies 

were based on correlating the phenomenological observations on monoliths (SEM, EDS 

and SIMS) and the ion release data of pulverized glass. However, the glass surface 

experiences morphological evolution (particularly roughening behavior) when being 

attacked by water. The morphological evolution of glass surfaces increases the surface 

area, changes the properties of glass surfaces, and further introduces possible errors when 

accounting for the dissolution rate. A detailed study solving the “evolving glass surface 

area” problem has yet to be reported and evaluated with careful attention. This study 

attempts to solve this problem in glass corrosion studies using surface sensitive 

characterization techniques such as AFM and XPS. 
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 For decades, it was believed that the formation of the silica gel layer is due to the 

restructuring of de-alkalized glass. Models were developed using this hydration coupled 

ion-exchange mechanism in order to kinetically estimate the long term behavior (millions 

of years) of nuclear waste forms. However, recent studies using atom probe tomography 

(APT) and nanometer resoluted secondary ion mass spectrometry (SIMS) suggested that 

a dominant glass corrosion mechanism, so-called interfacial dissolution and 

reprecipitation, was promising. Instead of having a corroded glass surface with a 

diffusion profile of elemental concentrations, it was found that the interface between the 

silica gel and the pristine glass was sharp. However, the interfacial dissolution and 

reprecipitation mechanism was discovered using atom probe tomography, which is 

notoriously difficult to use and subject to errors (e.g. sample preparation and error 

analysis). X-ray reflectometry and diffuse scattering, as established characterization tools, 

can be useful to test the interfacial dissolution and reprecipitation mechanism given their 

sensitivity in measuring density, thickness and roughness of surface layers. In this study, 

XRR and XDS were used to test the theory of interfacial dissolution reprecipitation. Also, 

the densities and compositions of observed surface layers were calculated using the 

XRR/XDS and XPS data to establish the correctness of the model used for XRR/XDS 

simulation. 

 The purpose of this study is summarized as follows: 

 Evaluate the glass surface finishing techniques such as polishing, etching and heat 

treatment in search for a method of obtaining atomically smooth glass surfaces. 

 Develop a method of measuring dissolution rate and monitoring the 

morphological evolution of glass surfaces using atomic force microscopy in order 

to solve the “evolving glass surface area” problem during corrosion. 

 Use synchrotron-radiated XRR and XDS to preliminarily test the theory of 

interfacial dissolution and reprecipitation with the assistance of other surface 

characterization tools. 
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CHAPTER I. AQUEOUS CORROSION OF NUCLEAR WASTE 

GLASSES: APPLICATION AND ADDITION OF SURFACE 

CHARACTERIZATION TOOLS 

1. Introduction 

 A detailed understanding of the mechanistic and kinetic behavior of glass toward 

aqueous corrosion is of considerable importance for evaluating the nuclear safety of 

nuclear waste glass storage strategies 1, preserving objects of our cultural heritage 2, 

assessing the performance of glasses used in biomedical processes 3, consumer electronic, 

and industrial applications 4. Glass is thermodynamically described as a metastable 

supercooled liquid with microscopically short range order and macroscopically long 

range disorder, where network formers (e.g. Si, Al, B) construct the order by forming 

connected polyhedrons, and modifier ions (e.g. Li, Na, K, Ca and Mg) retain the disorder 

by breaking the linkage (e.g. Si-O-Si bond) between polyhedra 5. The composition of 

those glasses of interest varies from nuclear waste aluminoborosilicate glass containing 

more than 60 oxides (e.g. SON68 French nuclear waste reference glass) to ancient soda-

lime-silicate glass (e.g. Egyptian, Greek, or Roman glasses) with only 3 oxides 1. The 

composition of the glass plays an important role in determining the mechanistic and 

kinetic behavior of glass under aqueous attack, and attention has been particularly 

focused on the ratios between network formers and modifier ions by various researchers 

6, 7, 8. However, the mechanisms and kinetics as interchangeable factors affecting the 

general phenomena of glass corrosion are most important to evaluating nuclear safety as 

well as preserving ancient glassy artifacts 1, 7, 9.  
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 Rapid growth in the semiconductor industry, microelectronics, and computer 

algorithms provides modern glass scientists, geologists, and mineralogists a set of non-

destructive, nanometer-resoluted, and surface sensitive characterization tools to study the 

aqueous corrosion of glass in great detail. These tools include modern electron 

microscope in scanning (SEM) and transmission (TEM) mode, atomic force microscopy 

(AFM), energy/wavelength dispersive X-ray spectroscopy (EDS/WDS), X-ray 

photoelectron spectroscopy (XPS), secondary-ion mass spectrometry (SIMS), and 

recently developed techniques such as Nano-SIMS, helium ion microscopy, and atom 

probe tomography (APT).  With the new addition of characterization tools such as APT, 

scientists were able to unveil the interfacial dissolution and reprecipitation mechanism of 

glass corrosion 1, 9, 10, which reportedly led to insights into the rate limiting factors of 

glass corrosion and thus provided better models toward evaluation of nuclear waste glass 

safety. Prior to the discovery of the interfacial dissolution and reprecipitation, the 

aqueous corrosion of glass was identified as an ion exchange reaction between hydrogen-

bearing species of the aqueous medium and the alkali or the alkaline-earth ions in the 

glass, causing the formation of silanol groups, which led to the dissolution of glass into 

aqueous media 6, 7, 11. Regardless of the debate between the ion exchange model and 

interfacial dissolution and reprecipitation model, the surface sensitive characterization 

tools are always the key to understanding glass corrosion. 

 In this study, the mechanism of glass corrosion as explored by various case 

studies using surface characterization tools was reviewed, and the advantages and 

limitations of the surface characterization techniques were evaluated. Overall, this 

chapter provides a state-of-the-art perspective/review on three main themes in glass 



5 

corrosion. i) What is the current state-of-the-knowledge on glass corrosion mechanisms? 

What will happen when the glass is exposed to aqueous media? ii) What is the 

“unknown” aspect in glass corrosion mechanisms? What characterization tools might 

help the investigation of the “unknowns”? iii) What conclusions have been drawn from 

studying glass corrosion using surface characterization tools? How might the limitations 

of each characterization technique affect the conclusions that have been reached? Given 

the complexity of atmospheric corrosion, the discussion here is limited to the aqueous 

media in liquid form. Also, special attention is given to the nuclear waste glass 

(aluminoborosilicate glass) due to the urgency in strategizing nuclear waste storage 

protocols 12. 

2. What do we know about the interaction between “aqua” and glass? 

 Aqua, a Latin word, is defined as water, sea or rain; and the word aqueous is a 

derivative of the Latin word “aqua”. In 1766, Cavendish made an extraordinary scientific 

discovery that a water molecule is composed of two hydrogens and one oxygen 13. Hence, 

the aqueous corrosion of glass is the interaction between glass and hydrogen-bearing 

species. Understanding the physio-chemical phenomenon occurring on glass surface 

during aqueous corrosion requires a basic knowledge of glass structure at the atomistic 

scale, primarily the structure of silicate glasses. Greaves proposed the modified random 

network (MRN) model of silicate glass structure, which is characterized by percolation 

channels of network regions constructed by network formers and inter-network regions 

filled with modifier ions 14. The non-bridging oxygen (NBO) bonds such as –Si–O–M 

and –Si–O–M–O–Si– is essentially an ionic bond. On the other hand, the bridging 

oxygen (BO) bonds are covalent bonds between network formers 5, 14. It is quite clear that 
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the concentration of NBO and BO plays an important role in determining the glass 

durability since H+ exchanges with Mn+ (M+ for example in eq.1) and OH– breaks the –

Si–O–Si– linkage (shown as eq.1 and eq.2, respectively) 15, 16, 17.  

 ≡Si−O−M(glass) + H+
(aq) → ≡Si-O-M(glass) + M+

(aq)   (1) 

 ≡Si−O−Si≡(glass) + 2OH−
(aq) → 2≡Si-OH(glass)    (2) 

 Apart from the basic chemistry knowledge of glass corrosion in an aqueous 

media, the current understanding of glass corrosion is based on the phenomenological 

discovery of glass corrosion kinetics and morphological change of glass. The studies of 

glass corrosion kinetics were often studied by the approach of measuring the 

concentration of released ions in leachate solution.  Figure I.1 shows a typical plot of 

extracted Si concentration as a function of time, which features five distinguishable rate 

regimes as discussed in detail by Gin  et. al. 11. 

 

Figure I.1 Time sequence of different rate regimes and sodium and silicon concentrations 
in solution: I – initial diffusion, II – initial rate, III – rate drop, IV – residual rate, V – 

resumption of alteration in particular conditions. Courtesy of Gin et. al. 11. 

 The regime I, reported in the literature as interdiffusion regime, feature a diffusive 

process where protons in an aqueous media exchange with modifying ions in glass 
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network. Kinetically, the regime I exhibits a root-square time dependence of ion release 7, 

11. However, boron as a glass network former (not involved in the ion exchange process) 

was reported to have an identical release kinetics and concentration profile in corroded 

glass comparing to alkali or alkaline earth ions 18, 19, 20. The regime II, initial rate or 

forward rate, refers to the hydrolysis of [SiO4] tetrahedral into water-soluble orthosilicic 

acid, H4SiO4. The ion release in regime II is always congruent (stoichiometric to bulk 

glass composition), but was never found in most of the studied nuclear waste glass due to 

the existence of rigid bonds such as Si−O−Zr 11, 18. The initial dissolution rate in regime 

II was experimentally found to be dependent on temperature, pH, and the glass 

composition 11, 21, 22. In particular, an equation that describes such dependence has been 

reported in the pH of 6 to 10 and temperature range from 25 oC to 100 oC 11. The regime 

III shows a rate drop, which is accompanied with the recondensation of orthosilicic acid 

to form an amorphous, hydrated “gel” (cross-linked, polymerized silica). The rate drop in 

regime III was accounted by two opposing theories, one based on the difference in 

chemical affinity between Si in solution and Si in bulk glass, and another one based on 

the passivating effect of the “gel” as a diffusion barrier 23, 24, 25, 26. After the rate drop 

occurs, the rate of ion release becomes constant (regime IV). During this regime, the 

water diffuses through the gel and formation of secondary crystalline phase (e.g. zeolite) 

occurs 11. Under some conditions (e.g. pH=11), the rate starts to increase, but was not 

often reported. With these five regimes of reaction, a morphological model of altered 

glass is conceptualized as shown in Figure I.2, and, furthermore, a model of estimating 

glass dissolution kinetics named as GRAAL (Glass Reactivity with the Allowance for 

Alteration Layer) model was developed 11. 
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Figure I.2 Schematic drawing of the surface region of an altered glass. Courtesy of 
Geisler et. al. 9. 

 The most significant feature observed in the morphological model of altered glass, 

as a consequence of those five regimes of reaction, is the diffusion layer between the 

pristine glass and depleted “gel” layer. The diffusion layer features a “diffusion-type” of 

modifier ion concentration as a function of depth. Such concentration depth profile has 

been experimentally observed mostly using dynamic SIMS 27. However, a new 

mechanism toward the description of glass alteration was reported by Geisler et. al. in 

2010 9. This model opposes the ion exchange model with findings (based on TEM, SEM, 

and EDX) including: 1) no observable diffusion profile was found for oxygen and 

modifier ion isotopes; 2) highly porous and textured layers on the pristine glass surface 

with oscillation of chemical composition; 3) occurrence of silica spherules on the altered 

glass surface; 4) and, most importantly, a sharp phase boundary of the reaction rim 

towards the pristine glass 9. The new model of glass corrosion, as firstly initiated by 

Geisler et. al. in 2010 9, was later proven by a set of data from emerging new 

characterization techniques with the work of Hellmann et. al. in 2015 1. The evidence 

shows that there was no diffusion profile for modifier ions but a sharp chemical 
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composition difference between reaction rims and pristine glass 1. Such evidence was 

collected using APT, Nano-SIMS, and new capabilities of TEM, which contributed to the 

conceptualization of the interfacial dissolution-reprecipitation model. A more detailed 

description of this interfacial dissolution-reprecipitation model was reported by Geisler 

et. al. in 2015 10. Figure I.3 shows a schematic presentation of such mechanism. 

 

Figure I.3 Schematic outline of the proposed interface-coupled glass dissolution–silica 
reprecipitation process. Courtesy of Geisler et. al. 10. 

 The interfacial dissolution reprecipitation model basically describes a process 

that: congruent dissolution of the glass stops when the saturation of amorphous silica 

occurs at the glass surface (Figure I.3a), monomeric silica polymerizes in solution to 



10 

form dimers and oligomers (Figure I.3b), supersaturation occurs at the solution/glass 

interface and triggers the nucleation of silica at the hydroxylated glass surface sites 

(Figure I.3c), silica nuclei grows into spherules through Ostwald ripening to form a silica 

gel (Figure I.3d), and the decrease of bulk solution Si concentration due to formation of 

silica gel drives the interfacial solution away from the equilibrium (Figure I.3e) 10. Thus, 

the chemically oscillating layers are formed by the supersaturation-precipitation-

supersaturation cycle; and eventually, the transportation of molecular water and ions is 

limited (Figure I.3f).  

 This theory is quite plausible in explaining the phenomenological behavior 

occurring on the glass surface but greatly relies on a couple of assumptions. Two of the 

assumptions are 1) silica saturation occurs at the early stage of reaction (apart from the 

congruent dissolution regime), and the reprecipitation of silica occurs immediately after 

being dissolved from the glass; 2) the reaction rim of silica moves at a constant velocity 

towards the glass 1, 9, 10. Questions are raised such as “How can one prove these 

assumptions are essentially true?”, “Is there any way to test these assumptions with 

current characterization tools?”, and “If one cannot directly observe the supersaturated 

solution-glass interface, can such phenomena be studied indirectly?”.  Certainly, 

assumptions mentioned above can be deliberately tested with carefully designed 

experiments, advanced characterization tools, and in-depth understanding of glass 

corrosion. Therefore, the most important goal of this chapter is to expand a discussion on 

the addition and application of surface characterization tools in recent years of glass 

corrosion studies that eventually will aid in unveiling the answer to these questions. 
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3. Probing the chemical and morphological information of altered glass with surface 
characterization tools 

 The foundation of the examination toward the mechanistic and kinetic behavior of 

glass in aqueous media is based on non-destructive analysis of laboratory or field 

degraded glass samples. The solution analysis of leachate ions combined with the 

characterization on glass objects correlates the kinetics (e.g. change of rate) to 

mechanisms (e.g. formation of “gel”) 15. Thus, a concise overview of applications, 

principles and limitations of surface characterization tools in glass corrosion studies is 

appropriate. 

3.1 Electron beam based characterization techniques  

 The invention of the electron microscope helps scientists and engineers observe 

phenomenological features under an extremely high resolution 28. The electron 

microscope (both scanning and transmission) has a significant impact on all aspects of 

science and engineering including studies of glass corrosion. The electron microscope 

with X-ray analyzer (EPMA, SEM/EDX, SEM/WDS and etc.) allows simultaneous 

imaging and compositional analysis on nano/micro-sized features of an altered glass. The 

principle of electron beam based characterization technique is the interaction between a 

highly focused beam (less than 10 nm, and the resolution depends on the material of 

emission filament) of electrons and a particular sample 28. Subsequent detection of 

elastically (BSE, backscattered electron), inelastically scattered electrons (SE, secondary 

electron), and characteristic X-ray lines reveal the electron density contrast, topography, 

and compositional information of imaged domain, respectively 29. Figure 4 serves as an 

excellent example of how the modern electron microscope is being used in analyzing 

corroded glass. 
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Figure I.4 Optical images of (a) an unreacted and (b) a reacted glass cuboid in aqueous 
solution. (c) SE image of reacted glass cuboid surface in (b). (d) BSE image of the cross 
section of the cuboid in (b), inset shows the Si spherules. (e) BSE image of the corrosion 

zone (pz: outer plane; ptz: oscillating patterned zone; p: pristine bulk glass) and its 
corresponding EDX line profile. (f) BSE image of another reacted glass cuboid. (g) BSE 

image of a 2500 year old, and naturally altered glass. Courtesy of Geisler et. al. 9. 

  

 The findings shown in Figure I.4 build the foundation of the interfacial 

dissolution and reprecipitation theory: SE image in Figure I.4c inset shows the Si 

spherules formed by Ostwald ripening, and Figure I.4e, f & g shows the textured “gel” 

layers formed by the localized supersaturation of Si in solution. In this work by Geilser 9, 

BSE signal was used to distinguish each patterned “gel” layer as well as pristine glass, SE 

signal was used to capture topographical features like the spherules, and characteristic X-

ray lines allow the compositional investigation as a function of depth of altered glass. 

Commonly, the limitations of these techniques at least include: introduction of artifacts 
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during sample preparation (e.g. change of “gel” structure) 30; low lateral resolution of 

characteristic X-ray lines (e.g. EDX line profile in Figure I.4e) 31; charging of the sample 

sometimes need to be compensated by conductive carbon or noble metal coatings 32.  

3.2 Depth profiles of altered glass using SIMS 

 The depth profile of altered glass surface interests the glass corrosion community 

given the correlation between kinetics and developed surface structure on the glass during 

aqueous corrosion. Commonly used techniques in materials science and geochemistry 

community are primarily XPS depth profile and dynamic SIMS. However, the inability of 

XPS to detect hydrogen and the low energy ion beam (< 5 kV) is the Achilles heel of 

XPS depth profile when it comes to using XPS in studying the surface structures on 

corroded glass 33. Despite the great sensitivity and accuracy of quantitative chemical 

analysis (chemical environment and composition) of XPS 34, another Achilles heel of 

XPS depth profile is that the estimation of etching rate highly depends on the electron 

density of materials 35. Thus, SIMS is more useful and appropriate to study the corroded 

glass.  

The basic principle of SIMS is based on the detection of secondary ion, which is emitted 

by bombarding the sample surface with high energy (e.g. 25 keV) ion beam 36.  SIMS is 

capable of detecting all elements in the periodic table, and its static and dynamic mode 

allow elemental mapping, quantitative analysis of top material surface, and depth profiles 

36. A natural limitation of SIMS is that the sensitivity is often sacrificed at the cost of the 

lateral resolution 36.  Additionally, SIMS is a destructive surface characterization 

technique, which also limits its use when studying rare objects such as ancient glass 

artifacts. But, the advance in SIMS technique greatly helped the glass corrosion 
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community with its versatile capability in materials characterization. Figure I.5 shows 

depth profiles of a nuclear waste glass corroded for 209 days with heavy water and dyes. 

 

Figure I.5 Elemental profiles of international simple glass corroded in pH=7 solution for 
209 days, with deuterium dioxide and dyes as tracers. Courtesy of Gin et. al. 27. 

 As shown in Figure I.5, the shape of the elemental profiles was used to assign the 

characteristic regions of each section of the line, e.g. the gradient shape line is assigned as 

the chemical gradient area. Also, the authors were able to theoretically determine the 

altered glass structure by correlating the penetration depth of the dye and the size of the 

dye molecule. Interestingly, the shape of elemental profile of B as a function of time 

presented in this study of Gin et. al. 27 was also used to determine the mechanism of glass 

corrosion. It is arguable whether the approach of using the shape of B depth profile to 
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model the reaction mechanism of glass aqueous corrosion is valid or not, but to some 

extent, it shows the confidence and advancement scientists have in contemporary SIMS. 

More often, SIMS was used to collect the depth profile of isotopes when studying the 

aqueous corrosion of nuclear waste glass as shown in Figure I.6. 

 

Figure I.6 a) The total alkali intensity normalized to Al across the sample depth for the 
CJ-6 (a simplified nuclear waste reference glass to SON68) samples and b) the profiles of 
6Li, 7Li, and Na normalized to Al for the CJ-6 sample after 89.0 days of contact with 6Li 

solution. The intensities have been normalized to the 27Al intensity as a function of depth. 
Courtesy of Neeway et. al. 37. 

 Figure I.6a shows that the depletion of alkali element in bulk glass only occurs at 

the very top surface of altered glass regardless of reaction time, while the alkali content 

across the depth profile is almost constant. The depth profile presented in Figure 6b 

allows Neeway et. al. 37 to identify the altered glass thickness as well as understand the 

ion exchange between 6Li and 7Li as an inward-diffusion process. The ability of SIMS as 

a mass spectrometry method allows the glass corrosion community to design experiments 

using isotopes, and more importantly to interpret the glass corrosion behavior using 

imaging and depth profiles of isotopic elements.  

 Limitations also come with SIMS given its nature as a “destructive” 

characterization technique. The main limitations of SIMS include: 1) change in the 



16 

chemistry of sample due to destructive sputtering; 2) preferential sputtering due to the 

difference in ion yield of each element; 3) the “knock-on effect”, which describe the ions 

being impinged onto the sample surface 36. These limitations mentioned in this chapter 

are almost unavoidable but can be compensated by other depth profiling technique such 

as XPS 33, 36, 37.  

3.3 Characterization of altered glass surface using XRR, AFM, and Interferometry 

 XRR is a non-destructive technique in characterizing the density, thickness, and 

interface roughness (also its lateral distribution) of multilayer materials. As discussed 

above in the context, glass develops an altered reaction rim (including secondary phases, 

the silica gel, and the de-alkalized glass) on top of the pristine glass when being corroded. 

The properties of the altered layer/layers helped to conceptualize the glass corrosion 

mechanism, and the density of those layers can only be accurately measured using XRR. 

In the study of Rebiscoul et. al 38, the authors derived the diffusion coefficient of water in 

glass by measuring the thickness of the hydrated glass. Additionally, the mechanism of 

the reaction was conceptualized via the measurement of properties of the developed “gel” 

layers as shown in Figure I.7. 

 

Figure I.7 The morphological evolution and corrosion mechanism of a French nuclear 
waste glass (SON68) summarized from XRR measurement. Courtesy of Rebiscoul et. al. 

38. 
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 Upon contact with aqueous solution, the glass starts to form an interdiffusion 

layer by ionic exchange, and further forms a homogeneous gel, and then forms a graded 

density “gel” layer. However, the effect of interface roughness on the measurement of the 

density of layers or identification of the number of layers, as greatly dependent on the 

constraints applied to the modeling of XRR curve, was not discussed 38. Typical features 

observed on a XRR curve are critical angle, oscillation, and the drop in intensity, as 

shown in Figure I.8. The critical angle, the width of oscillation, and the drop of intensity 

after critical angle of a XRR curve determines the density, thickness, and roughness of 

layers, respectively 39. A limitation of XRR is the requirement for the flatness of sample 

surface 39, which sometimes cannot be solved by polishing the samples that have already 

been corroded (e.g. ancient glass from a wreck ship). Another limitation of XRR is the 

inability to offer a depth of analysis deeper than 350 nm 38, 39; also, the created scattering 

event due to roughness at the interface or top surface is a great concern for collecting or 

analyzing XRR curves. However, the relatively large probing area of XRR makes it an 

excellent technique for roughness measurement compare to AFM (scan size: tens of 

micrometers).  

 Since the invention of atomic force microscopy (AFM) in 1980s 40, AFM has 

been used for in-situ study of glass corrosion 41. The principle of AFM is based on the 

scanning of a super sharp tip (couple of atoms, or even one single atom) across the 

sample surface and recording the displacement of piezoelectric component as a function 

of its scanning location 40. The displacement of piezoelectric being recorded can be used 

to generate topography 40, phase map (tribological properties) 42, and even mechanical 

properties depending on the setup of the instrument 43. It was argued that AFM only 
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yields topography of measured sample, and most of the glass corrosion studies associated 

with AFM were focused on the interpretation of the developed surface features after 

corrosion. One problematic issue of AFM is that the artifacts/misinterpretations 

associated with interpreting surface features can hardly be evaluated given the rigid 

requirement of sample cleanliness and vibration (both mechanical and magnetic) free 

environment. However, Mellott and Pantano 44 linked the evolution of glass surface 

roughness to a function of solution pH. In their study, glass melt surface and glass fiber 

surface were reacted at different solution pHs. With the use of smooth and homogenous 

melt surface, the authors were able to study the evolution of RMS instead of the evolution 

of polishing grooves if polished glass surfaces were used. Figure 8, as presented in the 

study of Mellott and Pantano 44, shows the atomic force micrographs of unreacted and 

reacted glass fiber surfaces.  
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Figure I.8 Atomic force microscopy images and corresponding RMS values of CAS1 (a 
calcium aluminosilicate glass) fiber surfaces; (a) unreacted, (b) reacted pH 1 100 h, (c) 

reacted pH 6.4 100 h, and (d) reacted pH 9 100 h. All images are 500 nm × 500 nm with 
z-range = 10 nm. Courtesy of Mellott and Pantano 44. 

 It was found that the glass fiber surface roughens at a different level given the 

same time of reaction, and the roughening level shows a trend that RMSbasic > RMSacid > 

RMSneutral. Also, for the very first time, the authors concluded from the XPS result that 

the mechanism responsible for roughening in basic and acid solution is network 

dissolution and leaching of modifier ions, respectively. Such interesting relationship 

between roughening behavior and glass corrosion mechanism led to a question: is the 

roughening behavior (roughening rate and distribution of roughness in reciprocal space) a 

reflection of glass structure? The answer appears to be “yes”, but it needs to be pointed 

out that collecting artifact-free AFM images is a time-consuming process. This factor, 

along with other experimental variables, makes it an extremely hard project to study the 

relationship between glass surface roughening and structure.  

            Interferometry, specifically white light interferometry or alternatively named as 

coherence scanning interferometry, separates a beam of light into two beams and 

recombines the split beams to create an interference pattern. The interference pattern can 

be used to analyze the path that the beam travels, and therefore create the surface 

topography 45. The white light interferometry has a significant higher vertical limit (up to 

couple of millimeters) compared to AFM (less than 10 μm); however, both the vertical (~ 

3 nm) and lateral resolution (tens of nanometers) are lower than that of AFM (horizontal 

resolution: less than 10 nm; vertical resolution: ~ 0.1 nm) 46. The phase scanning 

interferometry is not discussed here, given its limited applications in metrological studies 

of smooth samples (RMS less than 30 nm) 47. Given the limitations of white light 



20 

interferometry, this technique is often used to examine the glass surface finishing 

techniques and is rarely reported to be used in studies of glass corrosion with the 

exception of Icenhower’s work 48. Icenhower and Steefel 48 used interferometry to 

measure the surface retreat between a masked and a reacted glass surface, and then used 

the surface retreat to deduce the dissolution rate of nuclear waste glass. Figure I.9 shows 

the surface retreat measured by white light interferometry in Icenhower’s work.  

 

Figure I.9 Three-dimensional interferometer images (A and C) and corresponding height 
profiles (B and D) of two 360 × 270 μm areas on a glass monolith surface. Courtesy of 

Icenhower and Steefel 48. 

 As shown in Figure I.9, the authors were able to quantify the surface retreat by 

measuring the line profiles (Figure I.9B and D). The surface retreat (nm or μm) was then 

translated into dissolution rate (g/m2d) in order to compare the rate to conventional 

dissolution rates obtained from solution analysis. It was found in this study that the 

dissolution rate obtained from interferometry is comparable to the dissolution rates 

obtained in field studies (e.g. naturally corroded glass) 48. One goal underlying this 

interferometric method of measuring dissolution rate is to eliminate the evolving surface 



21 

area during corrosion since the glass surface area is used to normalize the dissolution rate 

48. However, this method of measuring dissolution rate is limited when the glass surface 

develops “gel” structures (e.g. Icenhower and Steefel exfoliated the “gel” from the 

surface to measure the surface retreat), and the depth of reaction below the “gel” is hard 

to quantify without the use of other imaging characterization techniques 48. The 

techniques applied to characterize the glass surfaces, in summary, allow one to directly 

build a relationship between glass dissolution rate, morphological evolution, mechanism 

of corrosion and even glass structure. However, a general consensus of how each 

perspective of glass corrosion is associated with one another has not been clear yet. 

4. What additions of advanced surface characterization tools advanced our 
understanding of glass corrosion? 

 During the past six decades, the knowledge in glass corrosion was constantly 

reiterated with emerging characterization techniques and experimental methods 1, 7, 11, 12. 

However, the relationship between the kinetics of glass corrosion, mechanism of glass 

corrosion and glass structure is still not well understood 49. The kinetics, mechanism, and 

glass structure can be reflected by the density of altered layers, structure, thickness of 

altered layers, and the roughness of glass-water reaction front, respectively. Thus, one 

goal of this section is to cover and briefly discuss the emerging techniques in glass 

corrosion community, particularly on the probing of altered layer density and interface 

between the altered layer and pristine bulk glass. 

            As discussed previously, the density of the “gel” layer on corroded glass surface 

determines the transportation of ions or clusters in aqueous solution, and thus partly 

decides the rate of dissolution. However, the measurement of density using XRR requires 
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the flatness of sample and introduces misinterpretations when the curve is not properly 

modeled with constraints. More importantly, the depth of analysis of XRR made itself 

impractical when testing a corroded glass with micron-thick “gel”. Recently, Trivelpiece 

et. al. 50 reported a new method of measuring the density of altered glass layers using 

neutron depth profiling with the combination of SEM. Neutron depth profiling 

determines the energy loss of isotopic elements versus the location of elements via 

neutron-induced positive Q-value nuclear reactions. Figure I.10 is a neutron depth profile 

of a lithium di-silicate glass corroded in pH4 hydrochloric acid for 17.5 hours. 

 

Figure I.10 NDP profile of 17.5 h leach specimen. Courtesy of Trivelpiece et. al 50. 

 As shown in Figure I.10, the neutron depth profiling technique was able to detect 

the corrosion layer thicker than 20 μm while obtaining the density of the corrosion layer. 

The idea behind this method was to use the detected neutron stopping power to calculate 

the density of altered glass layer at a given surface area (sample was prepared by focused 

ion beam) 50. The use of neutron depth profiling enables the density profiling across the 

“gel” layers on top of the glass surface, and further helps to determine the transportation 

behavior between the glass and an aqueous medium. However, the application of neutron 

depth profiling in complex glass systems (e.g. SON68) has yet to be investigated.  
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 The most important goal of using depth profiling technique is to use the shape of 

certain element profiles across the altered layer to lend insight on the mechanism of glass 

corrosion. The gradient element profile acquired by SIMS, as shown in Figure I.5 and 

I.6b, suggests to the glass corrosion community that the observed chemical gradient is 

caused by the inward diffusion of the water molecule and outward diffusion of elements 

within the glass. Based on the observations of such chemical gradients across the altered 

layer, kinetic models of glass corrosion such as the GRAAL model have been used to 

estimate the long-term alteration behavior of glasses 11. The chemical gradient in ionic-

exchange coupled hydration mechanism has been overturned with evidence from the 

emerging of new characterization techniques, such as atom probe tomography (APT). 

Figure I.11 is atom probe tomographs of a nuclear waste glass reacted in the granitic 

environment.  
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Figure I.11 Element-specific atom maps from a subsection of an APT reconstruction of 
the hydrated glass/pristine glass interface in SON68. Courtesy of Gin et. al. 51. 

 As shown in Figure I.11, a super sharp chemical interface (~ 3 nm) was found for 

boron. The existence of such sharp interface for B contradicts the diffusion control of 

corrosion process, and the interface observed was concluded to be a dissolution front. Gin 

et. al. 51 also compared the width of the interface acquired by different techniques: APT is 

~ 3 nm, EFTEM is ~ 30 nm, and NanoSIMS (a coaxial design of the ion gun and the 

secondary ion extract to increase the spatial resolution of static SIMS) is ~ 170 nm. A 

more recent study of Hellmann et. al. 1 with APT validated the existence of a sharpened 

interface between pristine glass and altered layers. This recent finding supported the 

interfacial dissolution and reprecipitation model proposed by Geisler et. al. in 2010 9. 

Figure I.12 is the APT map and elemental profiles of SON68 glass corroded in acid for 

one month. 

 

Figure I.12 a)Three-dimensional chemical maps for B and Ca b) Chemical profiles 
derived from three-dimensional chemical maps, extending from the altered zone to the 
pristine glass (note two different ordinate scales, depending on element). Courtesy of 

Hellmann et. al. 1. 
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 A single dot in Figure I.12a represents a single atom. It was found that the altered 

layer was strongly depleted in B and Ca, and the chemical interfaces separating the 

pristine glass and altered layer was atomically sharp. Hellmann et. al. 9 also deconvoluted 

the three-dimensional maps into depth profiles as shown in Figure I.12b. As shown in 

Figure I.12b, the altered layer/pristine glass interface was characterized by sharp 

increases in Si, Al and O concentrations and sharp drops in B, Ca, Na and Li 

concentrations. The monotonical increase of Na and Li concentration at the interface was 

experimentally determined to be an artifact during laser pulsing. This sharpened interface 

as observed in different studies using APT helped to conceptualize the underlying 

mechanism. More importantly, findings from new characterization techniques advanced 

the understanding and estimation of glass corrosion behavior. It is the advancement in the 

semiconductor industries, photonics, fundamental physics and chemistry that brought 

new characterization techniques with more flexible capabilities, faster data collection, 

and finer resolution. Eventually, the upcoming new characterization technique will help 

to understand glass corrosion, strategize nuclear waste storage, and eventually provide 

safer nuclear energy. 

Conclusion 

 Investigating the relationship between glass corrosion kinetics/mechanism, glass 

structure, and morphological evolution of glass surfaces contributes to the estimation of 

glass dissolution rates in the long term. Surface characterization tools were able to 

provide scientists with different information with respect to the chemical composition of 

altered layers and pristine glass, the morphology of interfaces between the altered layer 

and pristine glass, and even density that controls the transportation of water molecules 
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and elements from the bulk glass. These phenomenological observations on altered glass 

identified the corresponding mechanism of glass corrosion and the responsible change of 

kinetics, and even contributed to the modeling of glass corrosion kinetics (e.g. GRAAL 

model). More recently, scientists were able to establish a new model so-called interfacial 

dissolution and reprecipitation model toward glass corrosion, with atomic resolution APT 

techniques. However, gaps remained unfilled in answering the key question such as 

“what is the relationship between glass roughening behavior under aqueous corrosion and 

the glass structure? Or at least, can the roughening behavior of glass reflects its 

structure?” 
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CHAPTER II. QUANTITATIVE MORPHOLOGICAL AND 

COMPOSITIONAL EVALUATION OF LABORATORY PREPARED 

ALUMINOBOROSILICATE GLASS SURFACES 

1. Introduction 

 The surface quality has great impact on the performance properties of many novel 

and emerging technological applications for glasses including those for displays, 

biomedical applications, microelectronics and advanced optical lithography systems 1, 2. 

In some cases, the glass surface morphology and overall roughness has become the 

threshold for the continued development of novel electronics and portable devices 3, 4. 

The surface morphology, chemical composition and homogeneity of glass manufacturing 

products can influence a wide variety of performance related properties including the 

mechanical strength and chemical durability 5, 6, 7, 8.  Furthermore, smooth, homogeneous 

and compositionally reproducible glass surfaces are required for mechanistic 

investigations associated with glass corrosion, chemical tempering, and thin film coating 

on glasses 9.  For example, studies on the dissolution behavior of silicate glasses 

suggested surface morphology and composition can greatly affect the dissolution or 

alteration rate of these glasses 10, 11, 12. 

 A variety of processing methods can be utilized to engineer glass surfaces, 

including mechanical force, chemical and mechanical polishing, and thermal treatment 9, 

13, 14.  Each will affect the glass morphology and composition. For example, the annealing 

of some glass compositions can deplete or enrich the surface in metallic ions due to 

evaporation and segregation 5. In the case of chemo-mechanical polishing, chemical 
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reactions between the glass surface and the polishing media polishing can alter the 

surface composition relative to the bulk glass composition 15, 16, 17, 18, 19. These changes in 

surface morphology and chemistry have been shown to effect mechanical, chemical, and 

aesthetic properties 5, 6, 7, 8.  There are a variety of characterization tools available for the 

surface compositional and morphological analysis of glass surfaces, each with their own 

capabilities and limitations.  Of particular interest here is X-ray photoelectron 

spectroscopy (XPS) for quantification of chemical composition and chemical 

environment and atomic force microscopy (AFM) for surface topographic imaging and 

quantitative morphological analysis. 

 XPS is routinely used to determine both the chemical composition and local 

chemical environment of elements associated with glass surfaces 19, 20, 21.  In particular, 

under standard operating conditions, as those used in this work, the XPS probes to a 

depth of approximately 5 to 10 nm and therefore is a useful probe of the uppermost 

surface composition and chemistry. Through the empirical derivation of relative 

sensitivity factors and high resolution peak area analysis, absolute quantification of the 

glass surface composition is achievable 22.  Furthermore, through analysis of peak 

position and shape the chemical environment of the glass forming elements can also be 

analyzed 23, 24. 

 AFM is one of the more common techniques in the qualitative and quantitative 

analysis of glass surface morphology, given its flexibility, relatively low cost, high lateral 

resolution, and high sensitivity to topographic features on the angstrom to micron scale 25, 

26. Quantitative roughness analysis measured by AFM is often represented by simple 

statistical parameters, such as average roughness, apparent root-mean-squared roughness 
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(RMS), or peak-to-valley roughness. In these cases, 250,000 data points (512 X 512 

pixels per image, for example) are expressed by a single number. However, apparent 

RMS values are problematic since two drastically different topographies can have the 

same RMS value 24, 26, 27, 28. This is due to the fact that apparent RMS values are only 

sensitive to z-axis (vertical) height deviation, not x, y-axis (horizontal) structures. 

Therefore, such measurements are greatly dependent on the homogeneity of the surface 

scanned and can be quite problematic, in some cases leading to the difficulty in 

understanding surface roughness and its spatial distribution homogeneity.  

 Rather than using the simple above-mentioned statistical parameters, surfaces can 

also be represented by power spectral density (PSD) functions over different spatial 

frequency regions. PSD is advantageous as it allows the comparison of roughness data 

measured at different spatial frequencies, offering a convenient representation of the 

spatial distribution and homogeneity of roughness 25. This is realized through a 2D fast 

Fourier transformation algorithm allowing correlation of the z-axis height deviation with 

the x-, y-axis location data in real and reciprocal space. Furthermore, from the PSD 

profiles a series of spatially sensitive quantitative roughness parameters can be derived 

including the fractal dimension, Hurst exponent, correlation length, and equivalent RMS 

roughness 26.  

 In this chapter, a systematic method to prepare smooth glass melt and polished 

surfaces with surface compositions similar to that of the bulk is provided.  Glass surface 

composition and morphology were quantified using complementary surface sensitive 

characterization tools, including XPS and AFM. In particular, both vertical and spatial 

distribution of roughness was investigated using advanced PSD analysis, and for the first 
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time, we report spatially sensitive roughness parameters of a variety of glass surfaces, as 

a function of processing. 

2. Materials and Methods 

2.1 Glass Melting and Bulk Glass Composition Analysis 

 The aluminoborosilicate glass used in this study, referred to as the international 

simple glass (ISG), is a reference waste glass composition developed and utilized by a 6-

nation collaborative effort in examining nuclear waste glass corrosion 28.  The ISG glass 

used in this study was commercially melted by Mo-Sci Corporation, with melting 

procedures documented in detail elsewhere and briefly described here 29. The ISG glasses 

were batched to yield a nominal weight% composition of 56.2 % SiO2, 17.3 % B2O3, 12.2 

% Na2O, 6.1 Al2O3, 5.0 % CaO and 2.8 % ZrO2.  Initial batch melting was performed in a 

platinum-rhodium crucible in an electric furnace at 1300 oC for 4 hours.  Following the 

initial batch melting, the resultant water quenched & dried glass cullet was then remelted 

twice under the same conditions. The melted glass was poured into graphite molds to 

form ingots. The ingots were annealed at 569 oC for 6 hours and cooled to room 

temperature at a rate of 50 K per hour. Bulk glass composition was determined by 

spectrochemical analyses, based on LiBO2 fusion techniques followed by analyte 

quantification using a Perkin-Elmer Optima 5300 inductively coupled plasma atomic 

emission spectroscopy (ICP-AES).  

 

2.2 Bulk Glass Thermal Analysis 

 A 0.5cm x 0.5cm x 2cm bar was cut from a single ISG glass ingot for thermal 

expansion analysis on a NETZSCH PC 402 Dilatometer. A silicon standard was used for 
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calibration, a heating rate of 4 K/min was used, and data acquisition was automatically 

stopped after reaching the dilatometric softening point. Glass transition temperature was 

determined by a TA Instruments 2960 SDT differential thermal analysis (DTA). Ground 

ISG glass powder was heated in a Pt crucible from room temperature to 1450 oC with 

flowing air at a heating rate of 10 K/min.  High purity alumina powder was used as a 

reference.  

 

2.3 Glass Surface Preparation 

 An ingot of ISG glass was cut with a 5 inch Buehler diamond saw blade to 1.0 cm 

x 1.0 cm x 0.2 cm. Samples were then ground with 120, 240, 400 and 600 grit silicon 

carbide grinding pads for planarization. Polishing of samples was carried out sequentially 

with 6µm (20 min), 3 µm (10 min), 1 µm (10 min), 0.25 µm (10 min), 0.1 µm (10 min) 

and 0.05 µm (15 min) oil-based diamond suspension sprays, using a Buehler manual 

polisher. Two separate polishing pads were used, Buehler Microcloth and Buehler 

Trident, which resulted in two different sets of polished samples. Between each 

grit/suspension change, the samples were carefully washed with acetone and dried by 

nitrogen gas flow. Final polished samples were then cleaned ultrasonically for 10 min in 

acetone. Selected samples from each of the two sets were then etched by soaking the 

samples in 1 N NH4OH at 80 oC for 3 min, followed by rinsing with DI-water; the etched 

samples were then dried with nitrogen gas flow.  

 

 This resulted in 4 different polished surfaces (1) Microcloth polished unetched, 

(2) Microcloth polished etched, (3) Trident polished unetched, and (4) Trident polished 
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etched.  Prior to any surface characterization such as AFM and XPS, the samples were 

nitrogen blown and ultraviolet ozone cleaned (UVOC) for 10 min for remove of residual 

hydrocarbons as well as ambient deposits/dust. 

 

 In addition to polished surfaces, freshly cut ISG glasses with a size of 1.0 cm x 

1.0 cm x 0.2 cm were heat treated in a pre-heated oven at 675 oC, 700 oC and 725 oC 

respectively for 1 hour to create 3 different sets of melt surfaces. Heat treated samples 

were annealed at 570 oC for 3 hours followed by cooling in the furnace overnight (~12 

hrs). Resultant samples were ultrasonically washed in acetone for 10 min and then kept in 

vacuum desiccator until the time of surface analyses.  

 

2.4 Glass Surface Composition 

 The glass surface chemical composition (outermost ~8 nm) as well as local 

chemical environment was analyzed with a Kratos Analytical Axis Ultra X-ray 

photoelectron spectrometer (XPS). The XPS spectra were collected with Al Kα X-rays 

(non-monochromatic, beam size=100 µm) at 20 mA anode current, with an electron 

energy of 1486 eV and a step size of ~0.2 eV. Survey scans were performed with a pass 

energy of 80 eV to gain qualitative information such as peak identification and position.  

Peaks identified in all survey scans were used to adjust hi resolution scan binding energy 

range and dwell time.  Pass energy for all hi resolution scans was 20 eV with a beam 

dwell time of ~2 s to yield a signal-to-noise ratio of >100:1 with exception of B1s peaks, 

which were adjusted to yield a signal-to-noise ratio of >50:1. The analyzed area was ~2-3 
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mm in diameter. Standard deviation of peak position and elemental concentration was 

evaluated by probing five different spots on a 725 oC melt surface. 

 

 Quantitative surface chemical compositions were determined for all samples from 

hi-resolution scans of Si2p, Al2p, B1s, Zr3d, Na1s, Ca2p and O1s peaks. Relative 

sensitivity factors of all elements (RSFSi=1, RSFAl=0.60, RSFB=0.57, RSFZr=8.62, 

RSFNa=8.33, RSFCa=6.22 and RSFO=2.77) were derived from hi-resolution XPS scans of 

fresh air-fractured pristine ISG glass surfaces, assuming that the ISG glass fracture 

surface was identical to the bulk ISG glass composition. XPS data, qualitative and 

quantitative analyses were performed with PHI MultiPak V8.0 software; peak positions 

were shifted/calibrated using C1s peak with the peak position at 284.60 eV. Area of each 

high-resolution scan XPS peak was fitted by the Shirley-model after automated 

background subtraction.  

 

2.5 Glass Surface Morphology 

 Surface morphology was imaged and quantified using a Digital Instruments 

Nanoscope Dimension 3100 multimode atomic force microscope (AFM) equipped with 

Ar/N2 gas floating table in Tapping Mode®. Antimony doped silicon probes (Bruker 

TESP, cantilever length of 125 µm) with a nominal tip radius of curvature of 8nm, 

nominal spring constant of 42 N/m and resonance frequency range of ~230-410 KHz 

were used for all measurements. Images were taken with a scanning rate of 1.0 Hz and 

resolution of 512 pixels X 512 pixels.  Qualitative tip size and shape calibration was 

performed periodically during measurements using a commercially available standard 
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(Ted Pella Product No. TCI-BudgetSensor TipCheck). Multiple (ten 1 µm x 1 µm scans 

& two 10 µm x 10 µm scans) scans were taken of each sample at different locations on 

the surface to ensure a large-scale spatial averaging of roughness. 

 

 The root-mean-square roughness (RMS) was calculated and averaged from ten 1 

µm x 1 µm images for each sample using Bruker Nanoscope Analysis software. Standard 

deviation was determined by dividing the standard deviation of the values by the square 

root of the number of scans performed on each sample. Line by line flattening and 3rd 

order plane fitting was performed on each image prior to analysis to remove any artifacts 

caused by the curvature of piezoelectric material, thermal drift, background vibration 

noise or lateral forces. Flattening removes vertical offsets between scan lines through 

calculation of a least-squared polynomial fit for a scan line followed by subtraction of the 

polynomial fit from the original scan line. Third order plane fitting calculates a third-

order polynomial fit to the image in the x- and y-directions and subtracts the polynomial 

fit from the image, removing tilt and S-shaped bow 12. Apparent root-mean-square 

roughness (RMS) is defined as the root-mean-square average of height deviations from 

the mean elevation plane, calculated from the relative height of each pixel in the captured 

image. 

 Surface morphology was also quantified using the power spectral density (PSD) 

analysis. PSD analysis evaluates surface roughness as the spread of height deviations 

from a mean plane, and the lateral distribution/distance over which the height variation 

occurs. The PSD function applied here is given as 30: 
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where S2 denotes the 2-D isotropic PSD, L is the size of scanned surface, N is the 1-D 

resolution for one direction (x, or y), Zmn is the profile height at location (m, n), fx & fy are 

the spatial frequencies in the x- and y- directions and ΔL=L/N is the distance between two 

adjacent sampling points 25.  

 

 This function is further translated into polar coordinates through spatial frequency 

and angular averaging (φ) as: 

 

ܵଶ(݂) =
ଵ
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଴

݀߮                                                           (2) 

 

 Therefore, the PSD function depends only on the frequency and can be plotted as 

a 2-D representation. PSD functions derived from a single AFM image are a function of 

scan length and sampling distance, and hold the possibility of being effected by spatial 

inhomogeneity across the glass surface. Any inhomogeneity, however, can be factored 

out by averaging PSD functions collected across a given samples surface. In this work 

PSD functions were averaged as: 

   

(݂)௖௢௠௕௜௡௘ௗܦܵܲ = [∑ ௜(݂)ெܦܵܲ
௜ୀଵ  (3)                                               ܯ/[

  

where M is the number of scans performed on each sample. In this chapter, ten randomly 

distributed scanning areas (1 µm  1 µm size) were chosen for each sample.   
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 This PSD function was then modelled using two different approaches in order to 

quantify surface fractal dimension (D), Hurst exponent (H), and equivalent RMS 

roughness (σABC).  The fractal model was utilized to model the high frequency region 

(0.02 nm-1 to 0.256 nm-1) while the k-correlation model (or ABC model) was used to 

model the low-frequency region (0.001 nm-1 to 0.02 nm-1).  

 

 The fractal model allows the further translation of power spectral density function 

high frequency regions into fractal dimension and Hurst exponent, as thoroughly 

discussed elsewhere 31, 32. The Hurst exponent is known as the scaling factor or roughness 

index, and describes the roughness spatial distribution homogeneity at a given 

wavelength 33, 34.  The fractal model does not allow direct comparison of roughness 

values at different wavelengths. However, the k-correlation model can be utilized to 

quantitatively describe surface topographies by fitting PSD profiles into equivalent RMS 

at different wavelengths 34. Fitting of PSD profiles using the k-correlation model upon 

such approach (derivation of equivalent RMS, correlation length) has been discussed in 

detail in elsewhere34. 

3. Results and Discussion 

3.1 Bulk Glass Composition 

 Table 2.1 shows the bulk ISG glass elemental composition measured from ICP-

AES digestion. The atomic concentrations of Na, Ca, Zr, Al, B, Si and O in the bulk ISG 

glass are 8.0%, 1.6%, 0.4%, 2.4%, 9.4%, 18.0% and 60.1%, respectively. Minor 

deviations, below 0.4 %, compared to the ISG bulk glass composition (Na=7.6%, 
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Ca=1.7%, Zr=0.5%, Al=2.3%, B=9.6%, Si=18.0% and O=60.1%) as reported by 

Savannah River National Laboratory 29, were observed. 

Table 2.1 Composition of Melt and Polished ISG Glass Surfaces 

 

 

3.2 Thermal analysis of bulk ISG glass 

 Figure II.1 shows the dilatometry/thermal expansion curve and the DTA curve 

(inset) of ISG glass. As shown in the DTA trace of Figure II.1, a “knee” between 500 oC 

and 600 oC were fitted by two tangent lines which intersect at 572 oC corresponding to 

the glass transition temperature (Tg). In addition, two broad exothermic peaks were 

indicated at 705 oC and 1000 oC, most likely corresponding to crystallization 

temperatures, as reported elsewhere 35, 36 for glasses of different compositions, but within 

the borosilicate glass family.  The sudden drop observed on the thermal expansion curve 

at 594 oC denotes the dilatometric softening temperature (Td) while the glass transition 

temperature (Tg) is observed at 570 oC.  The Tg values as determined by DTA and 

dilatometry (570 and 572 oC , respectively) agree well. 

Na 8 7.2 7 7 3.1 3.9 3.5 3.2 ±0.3

Ca 1.7 1.2 1.2 1 1.8 2.8 2.6 4.5 ±0.4

Zr 0.4 0.5 0.5 0.5 0.5 1.3 0.5 3.6 ±0.0

Al 2.4 3.2 2.8 2.8 2.9 1.8 2.7 1.8 ±0.1

B 9.4 2.9 4.5 4.2 5.3 4.4 5.4 3.4 ±0.1

Si 17.9 21.7 21 21.1 19.4 18.8 18.8 17 ±0.6

O 60.2 63.3 63 63.4 67 67 66.5 66.5 ±0.4

Element 
(atm%)

Melt 
Surface at 
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C

Micro-
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Cloth 
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Deviation 
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on
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Surface at 
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C
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Figure II.1 Thermal expansion curve and differential thermal analysis curve for ISG 
glass. 

 

 Thermal analyses were utilized to guide our processing of melt surfaces.  In 

particular, the dilatometric softening temperature can denote the transition from 

geometric expansion to deformation under surface strain with increasing temperature 15. 

Therefore, the processing temperature to yield a smooth melt surfaces was chosen above 

Td at 675 oC, 700 oC, and 725 oC. In addition, the annealing temperature of melt surfaces 

was chosen near Tg (570 oC) to minimize the residual stress caused by heat treatment.  

3.3 XPS analysis of ISG glass surfaces 

 All XPS survey scans (not shown) revealed expected elements on the surface of 

all samples.  All peaks were identified, and the results are consistent with bulk chemical 

analysis.  Minimal contamination, in only trace amounts, was observed on some polished 

samples.  Table 2.1 shows the quantitative composition of melt and polished surfaces, as 

determined by high-resolution scans.  
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 All melt surfaces showed Na ion concentration depletion of < 1.0 % as compared 

to the bulk pristine ISG glass, while Ca ion concentration on the ISG glass melt surfaces 

were depleted < 0.6% as compared to the bulk glass. Zr showed no measurable difference 

between the melt surfaces and the bulk composition. Melt surfaces showed a slight 

enrichment of Al, between 0.4 and 0.8%, and depletion of B, between 4.9 and 6.5%, 

when compared to the bulk composition. Finally, melt surfaces showed a slight 

enrichment in Si and O on the surface, between 3.1 and 3.8% and 2.9 and 3.3% 

respectively, as compared to the bulk.  However, no clear trends were observed for melt 

surface composition as a function of heat treatment/processing temperature. The 

depletion of B and Na is assumed to be associated with the high vapor pressure of both 

elements as documented elsewhere 15.  Similar depletion of Ca and Al after heat 

treatment of aluminosilicate glasses has also been previously reported 11. 

 

 All polished and polished/etched surfaces showed Na ion concentration depletions 

of < 4.9% as compared to the bulk pristine ISG glass, while Ca ion concentrations were 

enriched by < 2.9%. Zr ion concentration showed no change in concentration with 

polishing, but enrichment of up to 3.2% with polishing and etching as compared to the 

bulk composition. Polished surfaces showed a slight enrichment of Al, while 

polished/etched surfaces showed a slight depletion in Al, as compared to the bulk 

composition.  In all cases, both polished and polished/etched, surfaces were depleted in B 

(between 4 and 6%) as compared to the bulk composition, with polished/etched surfaces 

depleted more so than simply the polished surfaces. In all cases, polished and 
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polished/etched surfaces were enriched (< 1.5%) in Si with respect to the bulk 

composition, with exception of the Trident cloth polished/etched which was depleted by 

0.9%. All polished and polished/etched surfaces were enriched by up to 6.9% in O.  

There is no clear trend in surface composition as a function of polishing cloth used.  

However, some general surface composition trends were observed between polished and 

polished/etched surfaces.  In all cases, post-polishing etching of surfaces resulted in (1) a 

general increase in a concentration of surface Ca and Zr, (2) a decrease in Al, B, and Si 

concentration, (3) no observable trend in Na concentration, and (4) no change in O 

concentration. 

 

 Planarization of glass surfaces, which in this work consists of the grinding and 

polishing, is a chemo-mechanical process 37, 38, 39.  The chemical processes associated in 

the grinding and polishing are a complex function of the chemistry and concentration of 

the water used during grinding and the composition of the oils used during polishing.  

During these processes, it has been proposed that the surface composition is a function of 

hydrolysis reactions between the glass surface and the grinding/polishing media; in 

particular, protons in water replace modifier ions within the glass surface. Such ion 

exchange renders a leaching of modifiers, which is consistent with our findings of 

significant Na depletion after polishing.   

 

 Walter 38 and Spierings 39 proposed that the chemical etching of glasses are the 

result of 2 different mechanisms: 1) leaching of modifier ions (e.g. Na, Ca) through ion-

exchange reactions with protons and 2) dissolution of network formers (e.g. Si, Al, B) 
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with anionic attack. Our XPS results, after etching in a basic solution (NH4OH), showed 

observable decreases in the network former Al, B, Si concentrations, while the Na 

concentration remained relatively unchanged. Such results are consistent with the above 

mentioned theory; as we would expect anionic attack, in this case OH-, to result in 

network former dissolution and not preferential modifier ion release. The increases in the 

concentration of Ca and O post etching are consistent with the results reported by Saito 37 

in a similar borosilicate glass system.   

 

 Si2p peaks for all glass surfaces are located at peak positions of ~102.5 eV – 

102.7 eV with a FWHM of ~1.7 eV – 1.8 eV; Al2p peaks are located at peak positions of 

~74.0 eV – 74.3 eV with a FWHM of ~1.3 eV – 1.5 eV; B1s peaks are located at the peak 

positions of ~192.2 eV – 192.5 eV with a FWHM of ~1.4 eV – 1.6 eV; and Zr3d3/2 and 

Zr3d5/2 peaks are located at peak positions of ~183.9 eV – 185.2 eV and  181.1 eV – 

182.7 eV respectively.  The variations in peak positions and FWHMs are within 

experimental error (peak position standard deviation was measured as 0.08 eV) and no 

changes in FWHM as well as peak positions with processing of melt, polished, or 

polished/etched surface of Si, Al, B, or Zr can be observed from these results. 

 

 Si, B, Al and Zr are assumed to be network forming or intermediate ions within 

the glass structure 9, 40, 41.  It is of interest to examine whether the processing methods 

employed here have an effect on the short range order of the glass surface structure with 

respect to these elements.  It has been shown previously that an element’s peak position 

and FWHM are sensitive to changes in short range order of glasses 22.  Given the lack of 
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such changes observed in XPS analysis, it is thus speculated that chemical environments 

of the network forming or intermediate ions ISG glass surfaces did not significantly 

change with processing conditions.  

3.4 AFM imaging & statistics of melt/polished ISG glass surfaces 

 Representative AFM images of all glass surfaces are shown in Figure II.2.  All 

images have an x-y scale of 1 micron and a z-scale of 25 nanometers.  All polished and 

polished/etched surfaces show relatively smooth surfaces with linear features/grooves.  In 

addition, these grooves are clearly observed and pronounced on the polished/etched 

surfaces.  It is assumed that these linear features are scratches associated with the 

polishing of the surfaces, and have been previously reported throughout the literature 11.  

The observation that the scratches are more pronounced after etching suggests that 

preferential reaction of the etchant and glass surface is occurring along these scratches.  

Similar results were reported by L. Wong et. al. 42 where the authors observed growth of 

polishing induced scratches after exposure to chemical etchants. It was concluded by L. 

Wong and others that the growth of polishing scratches after etching is caused by the 

preferential etching of  individual fracture sites within the polishing scratches 42, 43. 
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Figure II.2 3-D surface topography of ISG glasses; (a) micro cloth polished, (b) micro 
cloth polished & etched, (c) trident cloth polished, (d) trident cloth polished & etched, (e) 
675 oC melt process, (f) 700 oC melt process and (g) 725 oC melt process. Scan area of all 

images are 1µm  1µm with a 25nm z-scale. 

 Images of the melt surfaces are significantly different to the polished surfaces.  

Melt surfaces processed at 675 and 700 oC show smooth surfaces with randomly 

distributed positive relief features with a lateral resolution on the order of 10’s to 200 nm. 

The positive relief features were captured in all ten 1 µm  1 µm scans for 675 oC and 

700 oC melt surfaces, and the number of features per scan as well as the height from 

mean plane is random. However, no positive relief features, but instead a smooth 
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featureless surface is observed on 725 oC melt surfaces.  It is speculated that the presence 

of the positive relief features may be associated with the broad exothermic peak at 705 oC 

observed in the DTA scan in Figure II.1 at 705 oC as previously suggested by others for 

similar systems 44, 45. Thus, we assume here the positive relief features are mostly likely 

to be a result of surface crystallization. 

 

 Table 2.2 shows the apparent RMS roughness (nm) of all melt surfaces. Two 

different apparent RMS roughnesses are reported for all melt surfaces; one calculated 

including all positive relief features and one calculated after manual removal of positive 

relief features. The removal of positive relief features allows the direct observation of 

glass surface apparent roughness after heat treatment. After removal of positive relief 

features apparent RMS does not change, within error of the measurement.  In general, the 

apparent RMS roughness of the 675 and 700 oC melt surfaces, regardless of positive 

relief feature removal, is less than 1.5 nm while the apparent RMS roughness of the 725 

oC melt surface is 0.3 nm. While it is not clear why the removal of the positive relief 

features does not cause a significant change in the apparent RMS roughness, one trend is 

clear, that is the apparent RMS roughness of the 725 oC melt surface is significantly less 

than that of the other temperatures. Such phenomenon was also reported in 43, 46 and it 

was concluded that the higher heat treatment temperature can lower the viscosity hurdle 

for glass surface expansion and further smooth the surface.  The apparent RMS roughness 

of the 725 oC melt surface reported here is similar to RMS roughness value reported for 

other glass melt surfaces [e.g. 11]. 
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Table 2.2 Fitting Coefficients of PSD Spectra of Melt and Polished ISG Glass Surfaces 

 

 

 Table 2.2 shows the apparent RMS roughness (nm) of all polished and 

polished/etched surfaces. All apparent RMS values are between ~1.04 and 1.83 nm.  The 

Tridentcloth results in a glass surface with lower apparent RMS roughness than that of 

the Microcloth. It is assumed the different in apparent RMS roughness is due to the 

difference in materials of the two polishing cloths; the Microcloth is a long-napped rayon 

cloth while the trident cloth is a nap-free woven cloth. In addition after etching, the 

D H A (10
5
nm) B (nm) C

Equivalent 
RMS (nm)

Apparent 
RMS (nm)

Melt 
Surface at 

675 
o
C

Melt 
Surface at 

675 
o
C 

with 
Feature 
Removal

2.69 0.31 5.45 169.21 5.33 0.53 1.18±0.07

Melt 
Surface at 

700 
o
C

Melt 
Surface at 

700 
o
C 

with 
Feature 
Removal

2.81 0.19 6.73 130.23 11.76 0.48 0.97±0.06

Melt 
Surface at 

725 
o
C

Micro 
Cloth 

Polished

Micro 
Cloth 

Polished 
& Etched

2.6 0.4 49.1 702.8 2.43 0.66 1.04±0.03

Trident 
Cloth 

Polished

Trident 
Cloth 

Polished 
& Etched

2.09 0.91 4.94 101.38 8.69 0.63 1.49±0.03

1.59 1.83±0.082.18 0.82 274 516.94 3.54

0.11 0.30±0.01

2.42 0.58 364 660.74 3.43 1.47 1.10±0.07

2.93 0.07 0.38 692.04 1.38

1.21±0.09

2.84 0.16 4.17 345.39 3.96 0.27 1.02±0.08

Sample 
Descriptio

n

Fractal k-Correlation

2.75 0.25 6.59 420.98 2.97 0.34
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Microcloth polished surface shows no significant change in apparent RMS roughness, 

while the Tridentcloth polished surface shows a marked decrease after etching. While the 

overall mechanism responsible is not clear, the type of polishing cloth used certainly 

effects the apparent RMS roughness of the resultant glass surface. Polished surfaces in 

our study yield an apparent roughness value close to reported values (~ 0.8 nm to 2.3 nm) 

in other silicate glass systems [e.g. 43, 47]. 

3.5 Power spectral density (PSD) analysis of ISG glass surfaces 

 Figure II.3 shows the PSD profiles of all processed ISG glass surfaces. Two clear 

regions are observed for all PSD profiles shown in Figure II.3: a “high frequency region”, 

above 0.02 nm-1 and a “low frequency region”, below 0.02 nm-1. It has been proposed 

that the high frequency region could be fit using the fractal model while the low 

frequency region could be fit using the k-correlation model 25.  

 

Figure II.3 The experimental PSD profiles of all ISG glass surfaces. 
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            Figure II.4 shows the PSD profile fitting of the 725 oC melt surface using both the 

Fractal model and ABC (k-correlation) model.  In Figure II.4 as well as other fittings in 

this work, the ABC model is presented by a dashed line; the solid line is the fitted Fractal 

model, and the raw data is displayed as scattered circles.  The fractal model (as shown in 

Eq.4) was used to fit the PSD profile region beyond the spatial frequency of 0.02 nm-1 to 

derive spatial parameters D & H from the slope of the linear fitted curve. 

;݂)௙௥௔௖௧௔௟ܦܵܲ ,ܭ (ݏ =
௄

௙ೞ                                                                      (4)  

 Fractal dimension is used as a scaling index, which determines the fineness of a 

geometry/surface with measurement scale variation 48. In particular, fractal dimension, 

reported as a value between 2 and 3, can provide information on roughness variation with 

a given scanning scale; with a value of 2 representing a Euclidean surface and a value of 

3 representing an infinitely rough surface 33.  

 

Figure II.4 Fitting of experimental PSD profile of 725 oC melt processed ISG glass 
surfaces using both the Fractal model and ABC (k-correlation) model. 
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 The Hurst exponent is considered as a roughness index & roughness scaling factor 

34. A Hurst value within the range of 0~0.5 indicates a spatial frequency series with 

continuous alternating features of high and low values while a Hurst exponent value 

between 0.5 and 1 represents a spatial frequency series with positive autocorrelation, 

presenting abrupt value changes in a series of spatial frequencies. Thus, a Hurst exponent 

in the range of 0~0.5 indicates a rough surface with spatial homogenous distribution of 

roughness while a Hurst exponent between 0.5~1 suggests a non-homogeneous surface 49, 

50. However, while useful to provide spatial homogeneity information of a surface, the 

fractal model lacks the ability to present a physical roughness parameter that can be 

comparable to the apparent RMS. 

 This inherent disadvantage of the fractal model was overcome here by the use of 

the ABC-model in this study. Below the spatial frequency of 0.02 nm-1, the PSD profile 

was fitted by the ABC model (as Eq.5) to extract parameter A, B, and C, which can be 

used to derive the equivalent RMS by Eq.6.  

஺஻஼ܦܵܲ =
஺

(ଵା஻మ௙మ)
಴శభ

మ

             (5) 

஺஻஼ߪ
ଶ =

ଶగ஺

஻మ(஼ିଵ)
                                                                                        (6) 

 As shown by Figure II.4, the ABC model fits the “knee” region of the PSD profile 

below the spatial frequency of 0.02 nm-1.  The position of the “knee” is determined by 

parameter B and is an equivalent term to the correlation length. Beyond the “knee” 

region, the ABC model is mathematically equivalent to fractal model since parameter C 

is the only dominant factor to PSD values. Thus, in this study both models were adopted 

to complimentary characterize the surface morphology as well as spatial homogeneity. 

Morphological parameters, including fractal dimension, Hurst exponent, and equivalent 
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RMS roughness, resulting from the modelling of all individual PSD curves are shown in 

Table 2.2.   

 Figure II.4 shows the PSD profile fitting of the 725 oC melt surface and Figure 

II.5a-d shows the fitting of experimental PSD profile of 675 oC melt surface, 675 oC melt 

surface with positive relief feature removal, 700 oC melt surface, and 700 oC melt surface 

with positive relief feature removal, respectively.   

 

 

Figure II.5 Fitting of the experimental PSD profiles of (a) 675 oC melt surface, (b) 675 oC 
melt surface with feature removal,  (c) 700 oC melt surface and (d) 700 oC melt surface 

with feature removal using the Fractal model and ABC (k-correlation) model. 

 The fractal dimension (D), Hurst exponent (H), correlation length (B) and 

equivalent RMS are 2.75, 0.25, 420.98 nm and 0.34 nm, respectively, for 675 oC melt 

surface. After removing the positive relief features, the D, H, B and equivalent RMS were 
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reported as 2.69, 0.31, 169.21 nm and 0.53 nm, respectively. For the 700 oC melt surface, 

the D, H, B and equivalent RMS is 2.84, 0.16, 345.39 nm and 0.27 nm, respectively. D, 

H, B and equivalent RMS of the 700 oC melt surface were reported as 2.81, 0.19, 130.23 

nm and 0.48 nm after positive feature removal.   

 In comparison, for the 725 oC melt surface, the D, H, B and equivalent RMS is 

2.93, 0.07, 692.04 nm and 0.11 nm respectively.  All values are summarized in Table 2.2.  

A few trends are observable when comparing these values. In general, the fractal 

dimension decreases upon removal of positive relief features and increases with 

increasing processing temperature. The Hurst parameter increases with removal of 

positive relief features and decreases with an increase in processing temperature. The 

correlation length decreases with removal of positive relief features and no clear trend is 

observed with processing temperature. Finally, the equivalent RMS increases with the 

removal of positive relief features and decreases with increasing processing temperature.  

 

            After removing the positive relief features on 675 oC and 700 oC melt surfaces 

and comparing those results to the 725 oC melt surface, it was found that the roughness 

(both apparent RMS and equivalent RMS) decreases with increasing heat treatment 

temperature. It is proposed here that the higher heat treatment temperature lowers the 

viscosity of the glass, and thus smoothing the surface by surface expansion. In addition, 

the spatial distribution of roughness became more homogeneous with increasing heat 

treatment temperature (increased D values, and decreased H values) as a result of heat 

induced surface smoothening.  
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            Experimental and fitted PSD profiles of Microcloth polished, Microcloth 

polished/etched, Tridentcloth polished and Tridentcloth polished/etched surfaces are 

shown as Figure II.6a-d. The resultant fitted parameters D, H, B and equivalent RMS are 

listed in Table 2.2.   

 

 

 

Figure II.6 Fitting of the experimental PSD profiles of (a) micro cloth polished, (b) micro 
cloth polished & etched, (c) trident cloth polished and (d) trident cloth polished & etched 

ISG glass surfaces using the Fractal model and ABC (k-correlation) model. 

 For the Microcloth polished surface, the D, H, B and equivalent RMS were 

reported as 2.42, 0.58, 660.74 nm and 1.47 nm, respectively. For the Microcloth 

polished/etched surface the D, H, B and equivalent RMS were reported as 2.60, 0.40, 

702.80 nm and 0.66 nm, respectively.  For the trident-cloth polished surface, the D, H, B 
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and equivalent RMS were reported as 2.18, 0.82, 516.94 nm and 1.59 nm respectively.  

For the trident-cloth polished/etched surface the D, H, B and equivalent RMS were 

reported as 2.09, 0.91, 101.38 nm and 0.63 nm, respectively. 

 The fractal dimension, Hurst parameter, and correlation length of polished and 

polished/etched surfaces vary with type of polishing cloth used; however, a trend with 

respect any changes with the etching of polished surfaces is not observed. However, the 

equivalent RMS roughnesses of polished and polished/etched surfaces are observed to be 

a function of polishing cloth, and equivalent RMS roughness decreases after etching of 

polished surfaces. Spierings 39 and L. Wong 42 both concluded that the decrease of RMS 

roughness post etching is due to the coalescence of intersecting scratches, and the results 

here follow such conclusions. 

 

 One of the purposes of this work was to develop a method to produce both melt 

and polished glass surfaces which are atomically smooth with good spatial homogeneity 

and have a similar composition to that of the bulk glass. The results show that 725 oC 

melt surfaces have the lowest apparent/equivalent RMS roughness value (0.30±0.01 nm/ 

0.11 nm), most homogeneous distribution of roughness (D=2.93, H=0.07) and the longest 

correlation length (B=692.04 nm). In addition, these surfaces show only minor deviations 

in composition with respect to the bulk, with the exception of boron. The Microcloth 

polished/etched surface is shown to be the smoothest and most spatially homogenous 

surface (apparent RMS=1.04±0.03 nm, equivalent RMS=0.66 nm, D=2.60 and H=0.40). 

In addition, it is also shown that this surface is closest to the bulk composition when 

compared to all other polished and polished/etched surfaces. 
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Conclusions 

 In this chapter, ISG glass surfaces were prepared through both melting and 

polishing/etching and the surface composition and morphology were quantified as a 

function of processing method. In particular, for the first time glass surface morphology 

as a function of processing method was quantified using PSD analysis, followed by both 

fractal and ABC model fitting, resulting in a comprehensive description of the spatial 

distribution of roughness.   

 All melt surfaces showed a depletion in Na, Ca, and B with respect to the bulk 

composition. Polished/etched surfaces showed a depletion in Na, B, and Al with respect 

to the bulk composition. The chemical bonding environments of the surface elements 

were not affected by either processing method. It was found that increasing heat 

treatment temperature of melt surfaces lead to a decrease in equivalent roughness and an 

increased spatial homogeneity of roughness while etching of polished ISG glass surfaces 

decreases the roughness and spatial distribution homogeneity of roughness. It has also 

been shown that the roughest and most non-homogenous glass surface was found to be 

the most compositionally altered. 
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CHAPTER III. A LEAP TOWARDS THE UNDERSTANDING OF 

GLASS DISSOLUTION: A NOVEL ATOMIC FORCE 

MICROSCOPY APPROACH 

1. Introduction 

 The corrosion of silicate minerals and glasses is of great interest given its critical 

role in environmental, geological 1, biomedical 2, and industrial processes 3, 4. 

Mechanistic and kinetic understandings of glass corrosion are fundamental for predicting 

the long-term corrosion behavior of silicate glasses in contact with aqueous fluids 3, 

evaluating the performance of insulating glass fibers or composites under humidity 5, and 

protecting consumer product panel glasses exposed to atmospheric weathering 6. 

Moreover, accurate measurement of dissolution rates of glasses is of great importance for 

the protection of optical glasses, historic glasses, and archaeological glasses from 

degradation when being exposed to the atmosphere. The geochemical community 

encounters the same challenge of measuring the dissolution rates of basaltic glass in 

seawater when calculating the balance of ocean chemistry or assessing the sequestration 

of carbon dioxides 7. Given the fact that the oceanic crust has a significant amount of 

basaltic glass, the weathering of glass plays an important role in the global carbon cycle. 

Other than these aspects that glass dissolution behavior could impact, the measuring of 

nuclear waste glass dissolution is a prioritized task to ensure the confidence of using 

nuclear energy as a suitable energy alternative in the alleviation of global climate change, 

as well as relieving the ballooning demand for cleaner and sustainable energy 8. 
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 Spent nuclear fuels or nuclear wastes are often vitrified in a chemically durable 

borosilicate glass matrix (e.g. SON68 glass, France; British Magnox, UK; and etc.), and 

the vitrified waste forms will eventually be encapsulated in stainless steel canisters at 

geological repositories 9, 10. The primary interaction affecting the waste form lifetime and 

radionuclides release to the environment of this disposal strategy is the aqueous corrosion 

of the nuclear waste glass with groundwater. Thus, the kinetics of glass corrosion has 

attracted a great deal of attention from experimentalists and theorists. From both 

experimental and modeling perspectives, the dissolution rates of glasses of interest were 

studied as a function of temperature, pH, glass composition, Si saturation in solution, and 

many other experimental conditions 11, 12, 13, 14. These experiments were often carried out 

in dilute solutions (non-saturated state of Si) to parameterize the rate equation, quantify 

the rate of forward reaction, and obtain the maximum dissolution rate. Often, dissolution 

rates were obtained by measuring the concentrations of ions in the leachate solution. One 

challenge of parameterizing dissolution rates through the release of ions is the 

measurement of certain elements (e.g. Si) at their saturation limit of solution. Through 

decades of study on the dissolution behavior of silicate glasses, it has been reported that 

an outer gel zone (SiO2 enrich layer) forms on the reaction front of glass approximately 

when the Si concentration reaches saturation 15. The formation of silica-rich gel zone 

limits the ability to measure dissolution rate using Si as a tracer since the Si tends to be 

incongruently retained in the alteration layer when compared to other more mobile 

species like B and Na. Recently, Hellmann and et. al. 16 reported that the formation of the 

gel layer obeys an interfacial dissolution-reprecipitation mechanism; under such a 

mechanism, the measurement of dissolved Si can be misleading since it has been 
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experimentally proposed that Si is dissolving and precipitating simultaneously. Thus, the 

measurement of dissolution rates of silicate glasses using Si as a tracer in various 

corrosion conditions remains a grand challenge. Boron has been extensively used as a 

surrogate tracer for quantifying the dissolution of glass given its role as a network former 

in borosilicate glass. However, the removal depth of boron is not equivalent to the actual 

thickness of dissolved glass. Thus, these factors accounted for in solution analysis of ion 

release can cause the discrepancy of dissolution rates between field and laboratory 

studies, which can easily be orders of magnitude 17. Apart from the errors of solution 

analysis, such discrepancy of rates can also be a result of evolving surface area of glass 

when exposed to the aqueous solution as suggested by studies reported elsewhere 18, 19.   

 Dissolution rates determined by normalizing solution assays are associated with a 

series of assumptions including: 1) surface area remains unchanged during corrosion, i.e. 

normalization of ion concentration is achieved by dividing the Ci (concentration of ion i 

in solution) over xi (mass ratio of element i in bulk glass) and SA/V (initial glass BET or 

geometric surface area to solution volume); 2) topographical and chemical characteristics 

between surfaces can be ignored, i.e. comfortable use of dissolution rates from corrosion 

of powder as compared to the morphological changes occurring on a monolithic surface; 

3) corrosion of glass is homogeneous in spatial distribution, i.e. there is no preferred 

leaching or dissolution in spatial distribution. Given the fact that the kinetics and 

mechanisms of glass dissolution change over reaction time, these mechanistic 

assumptions can lead to a large uncertainty in the calculation of dissolution rates if they 

are based solely on solution analysis. Moreover, the formation of crystalline phases and 

gel zones complicates the experimentally measured dissolution rates. Thus, the error of 
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dissolution rate associated with solution assays can be ~ 60 % 15 of the reported value. As 

a result of all these factors combined, a legitimate question arises: how can the 

dissolution rate be measured while simultaneously obtaining mechanistic information 

with respect to the morphological evolution of glass surfaces? 

 Attempts have been made to best eliminate those assumptions and errors in the 

past decades 19, 20, 21. Experimentalists have used the geometric surface area of glass 

powder to fit the dissolution data 19, 22, reducing the discrepancy of dissolution between 

laboratory and field study 19. Glass fibers were used to avoid non-homogeneous corrosion 

in spatial distribution given their atomically smooth surface 23. Different setups (e.g. 

single-pass flow cell) of corrosion experiments advanced the ability in probing long-term 

behavior or dissolution kinetics of glass 24, 25. These advances and developments in our 

experimental techniques helped the glass corrosion community progress in the knowledge 

of glass dissolution kinetics, dissolution rate limiting factors, corrosion mechanisms, etc. 

More importantly, the link between dissolution rates, morphological evolution, and 

compositional evolution of glass surfaces is not clear. Needless to say, the dissolution of 

glass includes surface phenomena such as the morphological evolution of altered glass on 

the reaction front, gel zone formation 13, and surface roughening 23. Pioneering works of 

Mellott and Pantano 23 tried to qualitatively and quantitatively relate the roughening of 

reacted glass surfaces to corrosion mechanisms (e.g. leaching of alkali, or dissolution of 

network former) using atomic force microscopy (AFM). Thus, those challenges 8, 9, 11, 12, 

15, 21 and other studies 19, 23 in the glass corrosion community triggered the pursuit for a 

more substantial understanding of the relationship between kinetic factors in dissolution 

rate, compositional and morphological evolution of glass surfaces. However, a gap 
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remains unfilled in the measurement of dissolution rates from powder and in the 

mechanistic information on morphology from monoliths. 

 In this study, a novel method of measuring the dissolution rate that correlates the 

kinetic and mechanistic factors, compositional evolution, and morphological evolution of 

an aluminoborosilicate glass was developed using nanometer resolution AFM. In order to 

morphologically measure the dissolution rates of glass, a non-surface-destructive mask 

and exfoliation strategy was developed to artificially create a surface retreat between the 

corroded and masked glass melt surface. The developed polymeric composite mask 

highlights a superhydrophobicity and an easy exfoliation upon immersion in acetone. The 

non-surface-destructive feature of this strategy was validated by measuring the chemical 

composition, carbon bonding environment and equivalent RMS roughness of masked 

glass surface after exfoliation as a function of corrosion using X-ray photoelectron 

spectroscopy (XPS) and AFM, respectively. It was found that the masked glass surface 

remains identical to its pristine melt surface (both morphologically and compositionally) 

regardless of reaction time or pH. Clear and sharp surface retreats were observed among 

most of the AFM measurements performed on the interface between corroded and 

masked glass surfaces. The measured surface retreats at pH2, pH7, and pH10 were 

analyzed/fitted kinetically as a function of reaction time to obtain the dissolution rates, 

which provided insight into the corrosion mechanism as a function of pH and time. The 

methodology of measuring glass dissolution rates presented in this study is extensively 

discussed with respect to the validation of the mask-exfoliation technique developed and 

the comparability of morphological dissolution rates to dissolution rates from solution 

analysis. The kinetic and mechanistic information obtained from the surface retreat 
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measurement in combination with XPS studies on the corroded glass surfaces revealed 

the dissolution mechanism of the studied glass at three different pHs. The morphological 

evolution of corroded glass surfaces at nanometer resolution was visualized and 

quantified using AFM (both imaging and spectral analysis) as a function of reaction 

progress. It was found that the roughening behavior as well as the distribution of 

roughness is strongly connected to the dissolution of the glass surface. This study 

provides a novel method of measuring the dissolution rates of minerals, glasses and other 

types of materials.  Most importantly, this study presented a preliminary investigation of 

the relationships between the kinetics/mechanisms of glass corrosion, and the 

compositional and morphological evolution of glass surfaces.  

2. Materials and Methods 

2.1 Characterization of bulk glass and preparation of melt surface 

             The glass used in this study was re-melted from commercially available fiber 

insulation aluminoborosilicate glass (courtesy of Johns Manville) in cullet form. The 

density of the glass (~ 2.54 ± 0.08 g/cm3) was measured by triplicating Archimedes 

method on remelted glass coupons. The chemical composition of the bulk glass was 

determined by ICP-AES digestion (Optima 5300, Perkin-Elma) and was reported to be 

17.1Na2O-0.8K2O3-3.7MgO-8.6CaO-3.2Al2O3-7.3B2O3-59.3SiO2 (mol%). The melting 

temperature (Tm~ 1250 oC) and glass transition temperature (Tg~ 530 oC) of the 

aluminoborosilicate glass cullet were determined by differential thermal analysis (SDT 

2960, TA Instruments). For DTA measurement, glass cullet in the size of ~ 2 mm was 

heated in a Pt crucible from room temperature to 1300 °C under a nitrogen flow with a 
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heating rate of 10 °C/min. High purity alumina powder (trace-metal grade, Fisher 

Scientific) of equivalent mass was used as a reference in DTA measurement. 

 Aluminoborosilicate glass cullet was remelted in an alumina crucible at 1250 oC 

in a resistance-heated furnace in order to make coupons of glass melt surface. The glass 

melt was kept at the melting temperature for 1 hour to allow homogenization and release 

of trapped air. Molten glass was poured onto a gridded stainless steel plate, cooled to 

room temperature, then annealed (530 oC for 1 hour) and cooled overnight. The annealed 

glass was cut into approximately ~ 10 mm  10 mm  6 mm coupons. The resultant glass 

coupons are homogenous in physical appearance and show no sign of devitrification after 

annealing. All as-prepared glass melt surfaces are X-ray amorphous as characterized 

using an X-ray diffractometer (D2 Phaser, Bruker Inc., USA). All glass coupons were 

ultrasonicated in isopropanol for 15 mins, dried under a nitrogen gas flow and stored in 

vacuum desiccator prior to any test or characterization.  

2.2 Corrosion experiment 

            Corrosion experiments were carried out under a static condition using HDPE wide 

mouth bottles (Nalgene®) at room temperature (~25 oC). The surface area of the glass 

melt surfaces used in the corrosion experiment was calibrated using CAD SA database 

with an estimated error < 1%,  and all the analytical work of surface area quantification 

was performed with ImageJ. To evaluate the ability to measure dissolution rates using 

AFM with mechanistically different conditions of corrosion, static corrosion experiments 

were carried out at a glass surface-area-to-solution volume (SA/V) ratio of 20 m-1 in three 

imposed buffer solutions (pH2, pH7, and pH7). The pH 2 solutions were made by mixing 

KCl solution (0.2M) with HCl solution (0.2 M). The pH 7 solutions were made by slowly 
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adding THAM (tris-hydroxymethyl aminomethane) buffer (0.05 M) to dilute HNO3 

(0.0041 M) solution. The pH 10 solutions were made by slowly adding THAM (tris-

hydroxymethyl aminomethane) buffer (0.05 M) to dilute LiOH (0.003 M) solution. Final 

adjustments of pH to the desired values were achieved by the addition of 1M HCl or 1 M 

LiOH solution with the assistance of a digital pH meter (Accumet AB15, Fisher 

Scientific). Glass coupons were placed in the bottom of HDPE bottles (filled with 

solutions) with the melt surface facing upward. The bottles were kept static, i.e. no 

stirring or flow. During corrosion experiments, the bottle caps were sealed with 

Parafilm®. The estimated retreat rate of the glass used in this study was: 1) 0.1 to 10 

nm/hour at pH2; 2) 0.1 to 2 nm/hour at pH7, 90 oC; 3) 1 to 10 nm/hr at pH10, 25 oC. A 

measurable surface retreat would be on the order of nm to μm depending on the 

capabilities of the AFM used as well as the influence of surface roughness. Since the 

objective of this study was to develop a novel method of determining the dissolution rate 

of glasses, the surface retreat should be on the order of hundreds of nanometers within the 

given time of reaction. Thus, the time of reaction and sampling interval is as follows: 1) 

pH=2, 0 hours, 24 hours, 48 hours, 72 hours, 96 hours, 120 hours, 144 hours and 168 

hours; 2) pH=7 (90 oC), 0 hour, 24 hours, 36 hours, 48 hours, 60 hours, 72 hours, 84 

hours and 96 hours; 3) pH=10, 0 hour, 2 hours, 4 hours, 8 hours, 12 hours, 16 hours, 20 

hours, 24 hours, 120 hours, 168 hours, 216 hours, 240 hours and 360 hours. As an 

addition to the measurement of dissolution rate at longer terms of corrosion, glass 

coupons reacted for 480 hours, 720 hours and 960 hours were introduced into each pH 

test group. 
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2.3 Materials of masking and strategy of post-reaction exfoliation 

 In order to measure the dissolution rate, a strategy of mask and exfoliation was 

deployed. Figure III.1 illustrates the experimental strategy.  

 

Figure III.1 Schematic of experimental strategy upon morphological measurement of 
corrosion rate. 

 A mask is applied to the melt surface of the glass coupon, and the mask prevents 

the reactions between masked glass melt surface and solution. The mask is removed after 

reaction in order to measure the surface retreat between the reacted surface and the 

masked surface. In order to successfully apply this strategy, the material of masking has 

to be: a) hydrophobic to avoid corrosion at the mask-glass interface; b) sufficiently dense 

to prevent the diffusion of aqueous species through the mask material; c) fully removable 

from glass surface without mechanical or chemical modification of pristine glass surface. 

However, no proven materials have been reported to be suitable for strategy used in this 

study. Thus, a novel polymeric composite mask was developed in this study to meet these 

requirements. 
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 The polymeric composite mask is a mixture of uncured silicone and liquid 

cyanoacrylate with a volume ratio of (Vsilicone/Vacrylate = 10:1). Prior to application to the 

glass melt surface, the composite was synthesized by slowly stirring cyanoacrylate into 

uncured silicone in a 40 oC water bath. The typical incorporation rate of cyanoacrylate 

was 1 mL/min. The mixture of polymer composite was then cooled to room temperature 

before being applied onto the melt surface of the glass coupons. The mask was cured for 

24 hours in a vacuum dessiccator to fully develop the chemical resistance prior to 

applying the mask onto the glass melt surface. After reaction, the glass coupon was 

washed in isopropanol, and soaked in acetone for 10 mins. The mask could then be 

peeled off using a Teflon tweezer after immersion in acetone. The exfoliated glass 

coupon was washed in isopropanol/DI-water, dried in nitrogen flow, and stored in 

vacuum desiccator prior to any characterization.  

 Cyanoacrylate was desirable to silicone for several reasons. While silicone is 

dense in structure and has often been used as a water-proof sealant in numerous 

applications, the full removal of silicone cannot be achieved with mechanical method 

(e.g., scratching) or chemical methods (e.g., silicone softener) alone. This is because 

cured silicone is not fully dissolvable in any solvent, and only can be softened with an 

aromatic hydrocarbon or mineral oil. However, those types of chemicals only partially 

remove silicone from a surface, and in the process, introduce large amount of carbon and 

silicon contamination to surfaces of interest. Cyanoacrylate is hydrophilic and can be 

easily dissolved with acetone, ketone or -other organic solvents. An illustration of the 

exfoliation mechanism of this polymer composite is shown in Figure III.2  

. 
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Figure III.2 Animation of exfoliating the polymeric composite mask from the glass 
substrate. 

 To prove that the composite mask can be fully removed by this method, 

quantitative X-ray photoelectron spectroscopy (XPS) was performed on the masked area 

of glass coupon (reacted & non-reacted) after exfoliation. A comparison group of cured 

polymeric composite mask was characterized using XPS to understand the bonding 

environment of the polymeric mask. AFM was performed on post-exfoliation samples 

(reacted or non-reacted) to confirm the hydrophobicity of the polymeric composite mask 

(e.g. no change in surface morphology of masked area). Exfoliated samples were stored 

and transported by a vacuum desiccator in order to avoid any effect of humidity or 

contamination from the atmosphere.  

2.4 X-ray photoelectron spectroscopy 

 The chemical composition (outermost ~ 6 to 8 nm) as well as the local chemical 

environment of corroded glass surfaces and masked glass surfaces after exfoliation was 

analyzed with a PHI Quantera scanning X-ray microprobe (XPS). Prior to XPS analysis, 



78 

the samples were cleaned in ultra-violet ozone cleaner for 20 mins and transferred to 

introduction chamber right away. Samples were placed in introduction chamber for ~24 

hours to avoid pressure fluctuation upon transfer to analysis chamber (pressure of 

analysis chamber is below ~ 1e-9 torr). The XPS data sets were collected with Al Kα X-

rays (non-monochromatic, beam size=100 µm) at 20 mA anode current, with an electron 

energy of 1486 eV and a step size of ~0.1 eV. Survey scans were performed with a pass 

energy of 140 eV to gain qualitative information such as peak identification and peak 

position.  Peaks identified in all survey scans were used to adjust high-resolution scan 

binding energy range, pass energy (26 eV) and dwell time. The beam dwell time for each 

high-resolution scan peak was adjusted (~500 ms/step) to yield a signal-to-noise ratio of 

>100:1 with the exception of B1s & Mg2s peaks, which were adjusted to yield a signal-

to-noise ratio of >50:1. The analyzed area was ~1 to 2 mm in diameter. Adventitious 

alkyl C1s peak located at ~ 284.6 eV was used to calibrate the position of other acquired 

XPS spectrum. 

 Quantification of surface chemical compositions was performed for all samples 

from high-resolution scans including Si2p, Al2p, B1s, Mg2s, Ca2p, Na1s, K2p and O1s 

peaks. Relative sensitivity factors of all elements (RSFSi2p=1, RSFAl2p=0.5, RSFB1s=0.4, 

RSFMg2s=0.5, RSFCa2p=5.3, RSFNa1s=3.0, RSFK2p=3.2 and RSFO1s=1.8) were derived from 

high-resolution XPS scans of fresh air-fractured pristine aluminoborosilicate glass 

surface, assuming that the ISG glass fracture surface was identical to the bulk glass 

composition obtained from ICP-AES.  
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2.5 Atomic force microscopy 

 Surface retreat between the corroded glass surfaces and masked glass surfaces 

was imaged and quantified using a Bruker Dimension Icon® multimode atomic force 

microscope (AFM) equipped with Ar/N2 gas floating table in Tapping Mode®.  

 

Figure III.3 Image (left) of the interface between reacted area and masked area (post-
exfoliation) as obtained from optics attached to AFM, the contrast of image was 

enhanced by PhotoShop®; plot (right) of the line profile of the reacted/masked glass 
interface subtracted from AFM image and its corresponding fitting. 

 Antimony doped silicon probes (Bruker TESP, cantilever length of 125 µm) with 

a nominal tip radius of curvature of 8nm, the nominal spring constant of 42 N/m and 

resonance frequency range of ~230-410 KHz was used for all measurements. Images 

were taken with a scanning rate of 1.0 Hz and resolution of 256 pixels  256 pixels.  

Qualitative tip size and shape calibration was performed periodically during 

measurements using a commercially available standard (Ted Pella Product No. TCI-

BudgetSensor TipCheck). Five 20 µm X 20 µm scans were taken of each sample at 

different locations at the interface between corroded and masked glass surface to ensure a 

large-scale spatial homogeneity of surface morphology and surface retreat. The interface 

between corroded and masked glass surface can be identified under the optics attached to 



80 

Bruker Icon AFM (e.g. shown in Figure III.3 as a contrast-enhanced image). To 

accurately measure the surface retreat, a wafer standard with 20 nm high pillars (Ted 

Pella Product No. TCI-BudgetSensor HS-20MG) was used to quantify the error of the 

height measurement (~ 0.2 nm) as a function of number of scans performed (e.g. usually, 

a new AFM tip is used for only 10 scans). All analyses on the collected AFM images 

were performed on Nanoscope Analysis platform (version 1.50 build R1Sr3.96576). 

Line-by-line flattening and 1st order plane fitting was performed on each image prior to 

analysis to remove any artifacts caused by the curvature of the piezoelectric material, 

misalignment of sample, thermal drift, background vibration noise or lateral forces. 

Flattening removed vertical offsets between scan lines through calculation of a least-

squared polynomial fit for a scan line followed by subtraction of the polynomial fit from 

the original scan line. First order plane fitting calculates a first-order fit to the image in 

the x- and y-directions and subtracts the linear fit from the image, removing tilt and 

misalignment of the sample. Ten line profiles were selected from each image to obtain an 

average surface retreat value, and a standard deviation (STD) of the surface retreat was 

calculated for each sample (~ 50 line profiles) as root-mean-square height deviation from 

the mean value.  

 In order to monitor the morphological evolution of the glass surfaces as a function 

of corrosion, five 8 µm X 8 µm scans were performed on different spots of the reacted 

glass surfaces (using the same imaging parameters as the imaging of surface retreat). 

Two-dimensional isotropic power spectral density (PSD) profiles were obtained from 

each image using a fast Fourier transform, as discussed in 26. For each sample, the 

representative PSD profile was a mathematical average of five images on different spots. 
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The PSD profiles were fitted using the k-correlation model (in the frequency region from 

0.125 to 6.125 µm-1) and the fractal model (6.25 to 16 µm-1) to obtain equivalent RMS 

roughness, correlation length and Hurst exponent. All algorithms associated with PSD 

analysis were reported and discussed in detail in Gong, et. al 26. The equivalent RMS, 

correlation length and Hurst exponent was measured as a function of corrosion in order 

to: a) quantitatively investigate the morphological evolution of glass surfaces as a 

function of corrosion; b) investigate the spatial distribution homogeneity of roughness at 

its corresponding spatial wavelength; c) make sure the masked glass surface (post 

exfoliation) was not reacting with the solution environment, i.e. make sure the surface 

roughness of masked glass surface remain unchanged with reaction time.  

2.6 Recession rate measurement and error analysis 

 As shown in Figure III.2, a polymeric mask was applied to half of the glass melt 

surface to prevent the reaction between the masked glass surface and solution 

environment. The portion of glass exposed to solution dissolves, and the surface retreats 

over the designated time of reaction. To obtain the surface retreat Δh from line profiles, 

two linear fits was performed separately on the portions of line profile from both masked 

and corroded glass surface (e.g. shown in Figure III.3). Δh is the distance between the 

two linear fits A and B. 

 In order to mathematically calculate the distance between two linear fits, the two 

fitted linear lines have to be perfectly parallel. Thus, a strategy of imposing slope values 

has been utilized: line A/B was fitted to have a slope value, and this slope value was used 

as the constraint/slope of fitting line B/A. In both linear fits, a requirement of R2 > 0.99 

was followed to minimize the statistical errors associated with the fitting process. As 
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shown in Figure 3, linear fits of the line profile of both masked and corroded glass 

surfaces yielded R2 > 0.99 (Line A: 0.99341; Line B: 0.99893). The line with the higher 

fitted R2 value, in this case line B, was used as the slope constraints for the fitting of line 

A. Eventually, Δh can be calculated as the difference between intercept values of both 

linear fits. The errors of Δh were measured as a root-mean-square surface retreat (or 

standard deviation of surface retreat) as: 

ܦܶܵ = ට(
(∆௛భି∆௛ೌೡ೒)మା(∆௛మି∆௛ೌೡ೒)మା⋯ା(∆௛ఱబି∆௛ೌೡ೒)మ

ହ଴
)     (1) 

where 50 is the number of line fittings performed on each sample in this study. Surface 

retreat Δh can be converted to a dissolution rate by  19: 

ݎ =
ఘ∗∆௛

∆௧
         (2) 

    

where r [g/(m2d)] is the dissolution rate, ρ (g/m3) is the density of the glass, Δh (nm) is 

the surface retreat, and Δt (days) is the time of reaction. This conversion of the recession 

rate (Δh/Δt, nm/day) allows comparisons between the dissolution rates measured in this 

study and the dissolution rate of other glasses reported in literature. To quantify the error 

of the dissolution rate obtained from AFM, rules for product and quotient terms were 

used: 

= ݁ݐܽݎ ݂݋ ݎ݋ݎݎ݁ ݁ݐܽݎ  ∗ ට(
௫

ఘೌೡ೒
)ଶ + (

௬

∆௛೑೔೙ೌ೗
)ଶ + (

௭

∆௧೑೔೙ೌ೗
)ଶ       (3) 

where x, y, and z is the uncertainty of ρavg (density of bulk glass), Δhfinal (final value of 

surface retreat), and Δtfinal (final value of reaction time), respectively. Uncertainty x is the 

error of the density measurement 0.08 g/cm3, uncertainty y is equivalent to the RMS 

roughness of corroded glass surface and uncertainty z is estimated as 120 seconds. It is 
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worth noting that the timing uncertainty is composed of: a) retrieving the sample from 

HDPE bottles after corrosion experiment; b) rinsing the sample surface with 

isopropanol/DI-water; c) transferring the sample to vacuum desiccator. To correlate the 

dissolution rate obtained from solution analysis with the recession rate, the following 

equation is given 27: 

ݎ =
ఘ∗∆௛

∆௧
=

ே௅೔

∆௧
=

஼೔

௫೔∗ቀ
ೄಲ
ೇ

ቁ
       (4) 

where NLi is the normalized loss (g/m2) of element i, Ci is the concentration of element i 

in solution (g/m3), xi is the weight percent of element i in the bulk glass and SA/V is the 

ratio of the glass surface area to solution volume (m-1). Rearrangement of equation (4) 

allows the conversion between concentration Ci and surface retreat Δh 19: 

௜ܥ = ௜ݔℎ∆ߩ ቀ
ௌ஺

௏
ቁ         (5) 

  

3. Results  

3.1 Evaluation of experimental methods, strategies and hypotheses 

 Differential thermal analysis was used to determine the glass transition 

temperature of the bulk glass. The glass transition temperature Tg was determined to be ~ 

530 oC. A broad peak occurred at ~ 1050 oC, which most likely corresponded to the 

crystallization peak reported for different glass compositions, within the 

aluminoborosilicate glass family 28. Cullets of this aluminoborosilicate were remelted at 

~1250 oC for better homogenization. The glass melts were then poured onto a stainless 

steel plate, and cooled in air prior to annealing at 530 oC for 1 hour. The annealing of 

glass at its transition temperature reduces the thermal stress caused by rapid air quench. 
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The as-prepared glass melt surface (coupon) was transparent by visual inspection and was 

confirmed to be X-ray amorphous.  

 The chemical composition of the outermost surface (~ 8 nm) of glass melt surface 

was determined as 6.6Na, 2.1K, 2.1Mg, 4.1Ca, 2.4Al, 1.5B, 17.2Si, 64.0O  (atm%) using 

XPS. Compared to the composition of bulk glass, a depletion of ~ 4.6 atm% in Na and ~ 

3.3 atm% in B concentration was observed. The Ca, Mg and K concentration of pristine 

glass melt surface show an increment < 1.6 atm% comparing to the bulk glass 

composition. Concentrations of other elements within the glass remains the same (as-

measured error of XPS quantification: Na ± 0.5 atm%, K ± 0.1 atm%, Mg ± 0.2 atm%, 

Ca ± 0.3 atm%, Al ± 0.2 atm%, B ± 0.4 atm%, Si ± 0.7 atm% and O ± 0.7 atm%). Only 

minor deviations were observed between the composition of glass melt surfaces and the 

bulk glass composition. The equivalent RMS of pristine glass melt surface is 1.8 nm as 

obtained from fittings of PSD profiles (2D-FFT of AFM image) using the k-correlation 

model.     

 To evaluate the ability to fully remove, as well as the inertness of the polymeric 

composite mask, C1s XPS spectra of the cured polymeric mask, masked (post-

exfoliation) and reacted glass surfaces were studied (e.g. Figure III.4a & b). Figure III.4a 

is the representative C1s XPS spectra of the polymeric mask, and the masked glass 

surfaces (post exfoliation), which have been reacted in pH=2, pH=7 and pH=10 for up to 

960 hours. The C1s peak of the polymeric mask was resolved with three possible 

characteristic peaks at 284.6 eV, 285.3 eV and 287.2 eV (standard deviation of peak 

position is 0.1 eV).   
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Figure III.4 C1s spectra of a) masked glass surface (post exfoliation) and b) reacted glass 
surface. 

 Of all the measured surfaces (only selected C1s peaks were shown), the C1s 

spectra of masked glass surfaces (post exfoliation) are symmetric C1s peaks located at 

284.6 eV. Figure III.4b shows the selected C1s spectra of glass surfaces reacted at pH2, 

pH7 and pH10. Similarly, the C1s spectra are symmetric and correspond to alkyl carbon 

species regardless of pH and reaction time. The C1s spectra on reacted glass surfaces are 

collected to investigate the possible dissolution or leaching of the polymeric mask and its 

re-deposition onto reacted areas.  

 In order to evaluate the stoichiometric evolution of masked glass surface (post 

exfoliation), XPS high resolution scans were used to quantitatively characterize the 

chemical environment and composition. The composition of masked glass surface reacted 

in pH2, pH7 and pH10 solution (for up to 960 hours) shows minor variations ≤ 1.0 atm% 

compared to the pristine melt surface, and the variations in concentration are within the 
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standard error of quantification  for each element measured. Regardless of reaction time, 

the peak position and FWHM of each measured spectrum are shown in Table 4.1.  

Table 4.1 Summary of the Peak Positions and FWHMs of the Masked Glass Surface 
(after exfoliation), No Variation of Values were Observed as a Function of Reaction 

Time 

 

 

 For XPS quantification, all the measured peaks are symmetric in peak shape 

including split peaks (e.g. Ca2p1/2 & Ca2p3/2 peaks). All results of peak position were 

within the error of standardization (0.1 eV for FWHM and peak position), and no changes 

in peak position and FWHM as a function of reaction time were concluded from these 

results. The equivalent RMS roughness of the masked melt surface (post exfoliation) as a 

function of reaction time was also measured. The equivalent RMS roughness of the glass 

surfaces reacted at pH2, pH7 and pH10 is approximately 1.7 nm to 1.9 nm, and remains 

within the error of ≤ 0.2 nm (as the standard error of fittings of every 5 PSD profiles) 

throughout the experiment.  

Peak Position (eV) FWHM (eV)

O1s ~531.6 to 531.8 ~2.1 to 2.2

Ca2p1/2 ~350.8 to 350.9 ~1.7

Cap2p3/2 ~347.1 to 347.2 ~1.7

Na1s ~1071.2 to 1071.4 ~1.9 to 2.1

K2p1/2 ~296.1 ~1.4

K2p3/2 ~296.3 ~1.6

Mg2s ~89.1 to 89.3 ~2.0 to 2.3
Al2p ~74.3 to 74.4 ~1.7
B1s ~192.3 ~1.7
Si2p ~102.1 to 102.5 ~2.0
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3.2 Surface retreat rates and dissolution rates  

 In order to accurately quantify the surface retreat as a function of reaction time, 

the effect of wearing on the AFM tip with respect to the accuracy of a height 

measurement must be taken into account.  Thus, a height-standard wafer with 20 nm high 

pillars (deposited by soft lithography) was measured as a function of scanning cycle, and 

same scanning parameters which were used in the surface retreat measured were also 

applied to the measurement of the height standard.  

 

Figure III.5 Measured value of height standard as a function of scanning cycle; inset is 
the 20 μm X 20 μm AFM image of the height standard in the shape of cylindrical pillar 

(colored vertical scale: -25 to 25 nm). 

 Scanning parameters were kept the same given the fact that sampling interval, 

scanning rate, drive frequency and amplitude have an effect on the quantification of 

topography 26, 29. Figure III.5 shows the measured height value of the pillars as a function 

of scanning cycle performed, and the inset is the 20 μm  20 μm AFM image of the 
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height standard. For the quantification, the height value is defined as the distance 

between the fitted planes of the top surface of the pillar and the wafer substrate. Each 

height value for a particular scanning cycle was obtained from sets of linear fits of line 

profiles subtracted from 20 different spots on the AFM image. The average height of the 

pillars and the standard error (measured from 20 different spots for each scanning cycle, 

200 spots in total) was plotted against the scanning cycle in a clockwise fashion. As 

shown in the inset of Figure III.5, the topography of the standard features a series of 

cylindrical pillars with a similar geometry (by visual inspection). Within 10 cycles of 

scan performed, the height value remains stable in the range of 19.4 to 20.1 nm with an 

error ≤ 1.0% in each cycle. The measured height values were comparable to the 

manufacturer’s stated value of 19.6 nm (error is ± 2.0%). It needs to be pointed out that 

the interface between the substrate and the pillar was sharp during the 10 performed 

scanning cycles. An AFM artifact of worn or dull tip often is reflected by a blunt 

interface 29 when measuring the height of features. Thus, the measurement of surface 

retreat did not affect the sharpness of the AFM tip. 

 Figure III.6a , b and c show the representative AFM images and corresponding fit 

of surface retreat from glass coupons reacted in pH2 (120 hours, 25 oC),  pH7 (96 hours, 

90 oC) and pH10 (24 hours, 25 oC) , respectively. As shown in Figure 6a, the masked 

glass surface (post exfoliation) appears to be smooth and featureless after being reacted in 

pH2. Throughout the experiment and regardless of pH or reaction time (e.g. Figure III.6), 

the masked glass surface appears to be smooth as previously quantified by the equivalent 

RMS (~ 1.7 to 1.9 nm).  
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Figure III.6 Representative AFM image and corresponding fitting of surface retreat of 
glass coupon reacted at a) pH=2, 25 oC for 120 hours, b) pH=7, 90 oC for 96 hours and c) 

pH=10, 25 oC for 24 hours. 

 The horizontal interface between the masked and reacted glass surface was rough 

in microscale. The fitting of corresponding line profile was achieved by two parallel 

linear fits on masked and reacted glass surfaces, and the distance between the two parallel 
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lines was the surface retreat Δh ≈ 135.5 nm (e.g. Figure III.6a). Similarly, the masked 

glass surface shown in Figure III.6b was featureless and smooth. The surface retreat of 

glass coupon reacted in pH7 for 96 hours was determined as ~ 130.7 nm. However, the 

vertical feature of the surface retreat was not sharp for this particular AFM image (e.g. 

Figure III.6b), and appears to be a curved surface instead of being flat. In this study, most 

of the measured surface retreats were sharp and flat in the vertical direction. For the glass 

surface reacted in pH10 for 24 hours (e.g. Figure III.6c), the surface retreat was 

determined to be ~ 41.1 nm in the particularly shown image.  

 

Figure III.7 Surface retreat of glass coupon reacted in pH=2, pH=7, and pH=10 as a 
function of reaction time. 

 The surface retreats of all reacted glass coupons were successfully imaged and 

quantified throughout the experimental, and were plotted against the reaction time as 

shown in Figure III.7. The standard error of surface retreats was reduced by spatially 
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averaging the measurement from 5 distinct spots over the glass coupon. Additionally, the 

bias in sampling was avoided by the spatially averaged measurement. The center and 

radius of the spheres in Figure III.7 was the value of surface retreat and standard error, 

respectively; lines were the fits of all measured data points with the allowance of standard 

error. As shown in Figure III.7, the standard error associated with each surface retreat 

value was negligible. The negligible error of the measured values of surface retreat 

represents a homogeneous spatial distribution of the surface retreat on the glass coupons. 

In order to select a proper fitting method of the curves shown in Figure III.7, the kinetics 

of surface retreat rate was evaluated using log(Δh) vs log(t) plot 30. It was found that: a) 

the surface retreat showed a kinetic change after 168 hours, 96 hours and 24 hours for 

pH2, pH7 and pH10, respectively; b) the surface retreat was best fitted using linear 

regression prior to the change of kinetic and was appropriately fitted using non-linear 

regressions (Fick’s rate law or solution chemistry law) after the change of kinetic occurs. 

Generally, the fittings of surface retreat rate applied in this study satisfied R2>0.97. The 

standard error of obtained surface retreat rates was better than 10%. 

 The obtained surface retreat rates as well as their corresponding rate laws were 

shown in Table 4.2. Under the linear regression, the surface retreat rate of glass coupon 

as a function of pH showed a trend that recession rate of pH10 > pH7 > pH2. A similar 

trend of surface retreat rate versus pH was observed when the reaction was controlled by 

the non-linear regressions. Using the calculation described by equation (2) and (3), the 

dissolution rates of the studied glass were presented in Table 4.3.  
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Table 4.2 Summary of Surface Retreat Rates and their Corresponding Fitting Rate Laws 
at Different pHs 

 

Table 4.3 Summary of Dissolution Rates and their Corresponding Fitting Rate Law at 
Different pHs 

 

 

 To compare the obtained initial dissolution rates (surface controlled rate of pH=2, 

pH=7, and pH=10) with the initial dissolution rates reported by various literature 

resources 5, 6, 25, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 

60, 61, 62, 63, 64, 65, 66, 67, the dissolution rates (either from this study or literature) were plotted 

as a function of pH in scattered points as shown in Figure III.8. The black and blue data 

points represent dissolution rates from experiment at 25 oC and 90 oC, respectively; red 

stars are the dissolution rates from this study; and, the open star colored in blue is from 

the interferometry work of Icenhower on SON68 glass (French nuclear waste form 

reference glass) 19. Overall, the dissolution rates obtained from this study fitted into the 

range of the reported dissolution rates in literature. The initial dissolution rates obtained 

from this study (as red stars) were either slower (pH2 and 7) or close (pH7 and 10) to the 

Reccession Rate Duration (hours)/ Fit Recession Rate
End of reaction 

(hours)/ Fit
pH=2, buffered 29.5 nm/day 168/ Linear 1.0 nm/day 960/ Diffusion

pH=7, buffered 33.2 nm/day 96/ Linear 2.3 nm/day 960/ Back-forward

pH=10, buffered 38.0 nm/day 24/ Linear 12.1 nm/day 960/ Linear

Solution 
environment

Short Term Long Term 

Dissolution rate  

[g/(m2d)]
Duration (hours)/ Fit

Dissolution rate 

[g/(m2d)]
End of reaction 

(hours)/ Fit

pH=2, buffered 7.49±0.44*10
-2 168/ Linear 2.54±0.12*10

-3 960/ Diffusion

pH=7, buffered 8.43±1.08*10
-2 96/ Linear 5.84±0.72*10

-3 960/ Back-forward

pH=10, buffered 9.65±2.83*10
-2 24/ Linear 3.07±0.55*10

-2 960/ Linear

Solution 
environment

Region 1 Region 2
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literature values at the corresponding pH. With respect to the pH effect on dissolution 

rate, the dissolution rate decreases from pH~-1 to pH~6, and increases from pH ~6 to 

pH~14 as reported by the literature. Particularly, the initial dissolution rate of pH2, pH7 

and pH10 experiment was slower compared to the results reported by Icenhower 19 

(pH=7.57, Si concentration is 0 ppm, 90 oC), who used the interferometry to measure the 

surface retreat on SON 68 glass (Figure III.8, open blue star).  

 

Figure III.8 Comparison of dissolution rates (star) obtained in this study comparing to 
literature values (solid cube) obtained from glasses of similar composition; dissolution 

rates were plotted as a function of pH. 

 

3.3 Compositional and topographical evolution of reacted glass surfaces 

 Figure III.9 shows the composition of reacted glass surfaces as a function of 

reaction time. For glass coupons reacted in pH2, the composition (upper row in Figure 

III.9) shows a trend of Si enrichment (standard error of each element is Na ± 0.5 atm%, K 

± 0.1 atm%, Mg ± 0.2 atm%, Ca ± 0.3 atm%, Al ± 0.2 atm%, B ± 0.4 atm%, Si ± 0.7 
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atm% and O ± 0.7 atm%). After 24 hours of reaction in pH2 solution, the Si 

concentration increased from 17.2 (pristine melt surface) to 27.2 atm%.  

 

Figure III.9 Composition of reacted glass surface as a function of reaction time; upper 
row is from the glass coupon reacted at pH=2, 25 oC; middle row is from the glass 

reacted at pH=7, 90 oC; bottom row is from the glass coupon reacted at pH=10, 25 oC. 

 

             The Si concentration remains ~27.0 atm% from 24 hours to 144 hours of 

reaction. The Si concentration on the surface of pH2 experiment reached 29.6 atm% after 

168 hours of reaction, and remained at 29.0 ± 0.3 atm% till the end of the experiment. 

With respect to the concentration of modifier ions such as Na, Mg and Ca, they were 

depleted from the surface (concentration < 1.0 atm%). The concentration of K did not 

reach ~1.0 atm % after 120 hours of reaction. Boron was completely depleted from the 
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outermost surface (~ 8 nm in depth) after 24 hours of reaction in pH2 solution. However, 

the depletion of Al was not observed until the glass coupon has been reacted for 960 

hours, and the concentration of Al reaches < 1.0 atm% after 120 hours of reaction. After 

the glass has been reacted in pH2 for 24 hours, the measured surface retreat was ~ 20 nm; 

and the surface retreat value of ~ 100 nm was reached after 96 hours. As shown in Figure 

III.9 (upper row), the most significant compositional evolution occurred on the glass 

surface (reacted at pH=2, 25 oC) was the depletion of Na and enrichment of Si. There was 

no observable change in network former concentration until 168 hours. The glass 

coupons reacted at pH7 showed that K and Mg were depleted from the outmost glass 

surface after 24 hours of reaction. Leaching of Na modifier ion was observed, and the Na 

concentration decreased to ~0.5 atm% after 24 hours of reaction. The Na concentration 

remained at ~ 0.5 atm% till the end of the experiment. Throughout the experiment the 

concentration of Ca on the surface remained ~ 2.0 ± 0.3 atm % , which was close to the 

concentration of Ca in the bulk glass (2.8 atm%).  The B was not completely depleted 

from the surface until 84 hours of reaction. The network former Si was dissolved from 

the surface as indicated by Figure III.9 (middle row), and the decrease of Si concentration 

occurred after 96 hours of reaction (24.7 atm% at 96 hours, 24.4 atm% at 480 hours, 16.5 

atm% at 720 hours and 10.8 atm% at 960 hours). The enrichment of Al was accompanied 

by the decrease of Si concentration, which also occurred after 96 hours of reaction. The 

Al concentration increased from 5.1 atm% at 96 hours to 7.4 atm% at 480 hours, and 

eventually increased to 14.8 atm% after 960 hours of reaction.  As shown in Figure III.9, 

the most distinguishable event occurs on the glass surface (reacted at pH7, 90 oC) was the 

depletion of K, Mg and Na, leaching of Si, and enrichment of Al. The surface retreat 
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increased from ~ 20 nm at 24 hours to ~ 100 nm at 84 hours. There was no drastic change 

in the concentration of network former from 24 hours to 96 hours. The compositional 

evolution of glass surfaces reacted at pH10 was not noticeable throughout the reaction 

(from 2 hours to 980 hours) as representatively shown in Figure III.9 (lower row). The 

composition of the surface (after 2 hours of reaction) showed a minor leaching of Ca, Na 

(< 1.5 atm% for Na, and < 1.7 atm% for Ca), and a small enrichment of B (< 1.5 atm%) 

compared to the pristine glass melt surface. The measured quantification error (using 

XPS) of the concentration of Na was ~±0.5 atm%, Ca was ~±0.3 atm% and B was ~±0.4 

atm%. After 2 hours of reaction, the composition of reacted glass surface was stable as 

~4.7 atm% Na, ~1.7 atm% K, ~1.6 atm% Mg, ~ 3.0 atm% Ca, ~ 2.8 atm% B, ~3.0 atm% 

Al, 20.8 atm% Si and 62.5 atm% O. To reach a surface retreat of ~ 20 nm, the glass 

surface was reacted in pH10 for 12 hours; after 216 hours of reaction in pH10, a surface 

retreat of ~ 100 nm was observed. 

 Figure III.10 shows the topography of glass surface reacted at pH2 (upper row), 

pH7 (middle row) and pH10 (lower row). Regardless of pH, the visual inspection on the 

topography suggested that the reacted glass surface roughened along with the progression 

of reaction. The valleys (pixels in dark color) and peaks (pixels in light color) indicated 

the level of roughness since roughness is defined as the variations of height over a given 

spatial range. All captured images (representatively shown in Figure III.10) were 

relatively featureless with the exception of glass surfaces reacted at pH7 for 960 hours. 

The glass surface reacted at pH7 for 960 hours showed a minor spatial inhomogeneity of 

distribution of peaks and valleys. By visual inspection, the roughness of glass surfaces 
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reacted at different pH showed a trend that pH10 > pH7 > pH2 at their corresponding 

value of surface retreat (e.g. Figure III.10).  

 

Figure III.10 Topography of reacted glass surface; upper row is the topographies of 
reacted glass coupon at pH=2, middle row is the topographies of reacted glass coupon at 
pH=7, and lower row is the topographies of reacted glass coupon at pH=10; each column 

of topography represents a close value of surface retreat from each image. 

 

 Given the relatively featureless topography of the glass surfaces, the roughness of 

the glass surfaces (pH2, pH7, and pH10) was studied using PSD analysis and was plotted 

as a function of reaction time (shown in Figure III.11). The equivalent RMS was obtained 

from PSD analysis using the k-correlation model with an average R2 >98 %. For all three 

pH experiments, the equivalent RMS vs time was best fitted using a sigmoidal logistic 
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function, which parameterized the maximum roughening rate, the initial and final 

roughness. The obtained maximum roughening rate for pH2, pH7 and pH10 was 1.5, 5.5 

and 28.5 nm/day. The fitted initial roughness was 1.8 nm, as in close agreement with the 

measured equivalent RMS value. The final equivalent RMS of was ~10.4 nm (pH2), 

~15.3 nm (pH7) and ~30.3 nm (pH10). It was found that the cease of roughening was 

closely related to the change of surface retreat rate given the simultaneous 

phenomenological observation (e.g. cease of roughening occurred when the dissolution 

rate changed, as shown in Figure III.7 and Figure III.11). 

 

Figure III.11 Equivalent RMS roughness vs reaction time of reacted area of glass coupon 
reacted at pH=2 (black), pH=7 (olive), and pH=10 (orange); lines are the simulated curve 
using the sigmoidal logistic function, the simulation can model the maximum roughening 

rate, initial and final surface roughness value. 

             In addition to the investigation on the equivalent RMS as a function of reaction 

time, the spatial distribution homogeneity of roughness (as indicated by Hurst exponent) 

was studied as well. The fractal model was used to extract the Hurst exponent from the 
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PSD profiles (Figure III.12a, b and c). The Hurst exponent of glass surface reacted at 

pH10 was higher than pH7, and the lowest value of Hurst exponent (~ 0.45) was 

observed for glass surface in pH2 experiment. For the Hurst exponents obtained from 

PSD profiles of pH2 and pH7 experiment, the value showed a slight increase over time 

but remained well below 0.5.  

 

Figure III.12 Plots of PSD profiles obtained from the AFM image of glass coupons 
reacted at a) pH2, b) pH7 and c) pH10. 

 

 In addition to the stable correlation length and Hurst exponent values in pH2 and 

pH7 experiment, there was no noticeable change in terms of the features of PSD profiles 

as a function of time (e.g. Figure III.12a and b). The Hurst exponent of glass surface 

reacted at pH10 showed a sudden increase from 0.43 (< 20 hours) to 0.69 after being 
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reacted for 24 hours, after which point the correlation length of glass surface reacted at 

pH10 decreased significantly (> 50% of reduction). In order to visualize such transitional 

change of correlation length and Hurst exponent in PSD profiles, the PSD profiles of 

glass surfaces (reacted in pH10) were plotted as Figure III.12c. The sudden decrease of 

correlation length after 24 hours of reaction (pH10) was reflected in Figure III.12c as a 

gap of power in low frequency regions (< 10-3 nm-1). The gap between surfaces reacted 

less, and more than 24 hours was on the order of 106s nm4. The abrupt increase of Hurst 

exponent after 24 hours of reaction in pH10 was indicated by the increase of slope in the 

quasi-linear region of PSD profiles (at high frequency region, 6.25*10-3 to 1.6*10-2 nm-1). 

 4. Discussion  

4.1 Validation of experimental method 

 The annealing of glass melt surfaces at elevated temperature reduced the thermal 

stress, and allowed the structural relaxation on glass surfaces. However, the annealing 

introduced the compositional change of the outermost glass surfaces such as depletion of 

modifier ion Na and volatile B. The depletion in Na and B concentration and enrichment 

of Ca, Mg and K are related to the thermal processes that glass has experienced, most 

likely annealing process; such effect of thermal history on the composition of 

aluminoborosilicate glass surfaces has been reported elsewhere 26, and thus is not 

discussed here. In this study, the extent of depletion in Na and B concentration on the 

glass melt surface was similar to the level of depletion (~ 4.0 atm%) reported by previous 

studies 26. Given the minor deviation between the composition of glass melt surfaces and 

bulk glass composition, it was believed that the as-prepared glass melt surface can be a 

suitable surrogate for the bulk composition when studying the corrosion behavior of this 
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particular glass. The glass melt surfaces provided an atomically smooth topography 

(equivalent RMS of pristine glass melt surface was 1.8 nm), which reduced the error of 

rates (both surface retreat rate and dissolution rate) associated with surface roughness as 

shown in equation (3).  

 The successful measurement of surface retreat relies on: a) the full removal of the 

polymeric mask; b) the inertness of the polymeric mask against the attacks of aqueous 

solution; c) the impermeable network of the polymeric mask that does not allow the 

aqueous species (H+, H3O
+, OH-) to diffuse through. Thus, C1s XPS spectra of the cured 

polymeric mask, masked (post-exfoliation) and reacted glass surfaces were evaluated and 

compared (e.g. Figure III.4a &b). The understanding of the bonding environment of the 

polymeric mask is crucial to the evaluation of its inertness and exfoliation mechanism. As 

shown in Figure III.4a & b, the three resolved peaks under the C1s spectrum of the 

polymeric mask corresponded to C-C/-H/-Si (284.6 eV), C-N (285.3 eV) and C-O (287.2 

eV) bonds as reported by Senshu and et. al 68. The C-N component in the polymeric mask 

had an equivalent peak intensity compared to C-C/-H/-Si, and the C-N component in C1s 

peak was much more prominent than C-N component in C1s peak of pure silicone 68. 

Such increment of C-N bonds was contributed from the addition of cyanoacrylate into 

silicone given the chemical formula of cyanoacrylate is C6H7NO2, where nitrogen atom is 

only bonded to carbon atoms. Other than the peak intensity of C-N bond in C1s spectra, 

there was no other characteristic difference in C1s spectra of the polymeric mask and the 

pure silicone. The addition of cyanoacrylate does not change the chemical environment 

of silicone as suggested by the comparison of C1s spectra of the polymeric mask and the 

pure silicone. Also, to the author’s best knowledge, there was no literature suggesting 
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reaction between pure silicone and cyanoacrylate at 40 oC (temperature of mixing) and 90 

oC (temperature of reaction). Cyanoacrylate has been proven to be a suitable part of 

developing an interpenetrating network without compromising the water-proof, 

mechanical strength, and chemical-resistance of other polymer matrixs (e.g. polyamide) 

68, 69. Thus, the polymeric mask developed in this study was believed to be a polymeric 

composite of pure silicone and cyanoacrylate, whose exfoliation mechanism was the 

dissolving of cyanoacrylate in polar solvent like acetone.  

 The C1s peaks of masked or reacted glass surface were symmetric adventitious 

alkyl C1s peak located at 284.6 eV, regardless of the corrosion conditions (e.g. Figure 

III.4a & b). The C-N and C-O bonds were not found on the masked glass surfaces (post 

exfoliation) regardless of pH and reaction time as shown in Figure III.4a. As shown in 

Figure III.4b, the C1s spectra of reacted glass surface were symmetric, and the 

characteristic C-N or C-O bond of the polymeric mask was absent from the spectra. The 

symmetric C1s peaks observed are from hydrocarbon species of the air. Therefore, there 

was no dissolving & redepositing phenomenon of the polymeric mask onto the reacted 

glass surfaces occurred. This conclusion was supported by the AFM image of reacted 

glass surfaces (e.g. Figure III.10) as well. There was no variation in composition or 

chemical environment of masked glass surfaces as a function of corrosion (time, pH, and 

temperature). The aqueous corrosion occurs on the glass surface is often accompanied by 

the topographical evolution of glass surfaces, most eminently the roughening of glass 

surface due to the structural change of network (e.g. removal of network former) of glass 

surface. The roughening of glass surfaces under aqueous corrosion have been reported by 

Mellott and Pantano 23, and were referred here as a criterion to evaluate the 
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protectiveness of the polymeric composite as a mask for the glass surface. Throughout 

the experiments, the equivalent RMS of masked glass surface remained ~ 1.7 to 1.9 nm 

regardless of the solution environment. Hence, the polymeric mask developed in this 

study met the pre-requisite for the proposed experiment as schematically shown in Figure 

III.1. 

4.2 Kinetics and mechanisms of glass corrosion at pH2, 7 and 10 

 The statistically sound measurement of dissolution rate relies on the estimation of 

errors associated with surface roughness (shown in equation (3)), wearing of the AFM 

tip, and the error of rate analysis. However, the wearing effect of AFM tip on the 

accuracy of the height quantification was negligible at least in the working load of 10 

scanning cycles (error is ≤ 1.0%) as shown in Figure III.5. The imaging of the height 

standard featured a sharp interface between the substrate and the top surface of the 

pillars, and such sharp interface was observed in most AFM images of surface retreat as 

well (e.g. Figure III.6a & c). However, though not common, the curved shape of surface 

retreat was observed as shown in Figure III.6b. There was no relation found between the 

curved interface and the corrosion conditions (time, temperature, solution). Figure III.6b 

showed an example of how the fitting method of obtaining surface retreat values in this 

study can particularly be useful when the surface retreat was in a curved shape. The 

method proposed by Icenhower 19, which measures the distance between the lowest 

valley and the highest peak of the surface retreat, could introduce significant errors to the 

measurement. The curved shape of the surface retreat can be caused by image flattening, 

plane fit of both included planes, other image processing related problems 70, and a worn 

tip 71. As shown by the evaluation of tip wearing effect (e.g. Figure III.5), a worn tip was 
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less probable given the fact that the geometry of each tip was regularly checked during 

the image acquisition with a TipCheck® standard. Regardless of  the shape of the surface 

retreat, the processing of AFM images related to the leveling of surface generally does 

not change the scale or size of measured features as more informatively discussed 

elsewhere 72, 73. It needs to be pointed out that the use of surface retreat rate as a 

parameter of glass corrosion was based on the assumption that glass was being dissolved 

homogenously in spatial distribution, i.e. no difference in retreat value per reacting area. 

During the acquisition of AFM images, the irregular-shaped horizontal interface was 

caused by the manual application of polymeric mask onto the pristine glass melt surface 

19. Such rough feature was retained until the end of the experiment.  

 The plot of surface retreat vs reaction time revealed the relationship between pH 

and corrosion. The pH2 and pH7 showed a linear rate law (pH2, <168 hours; pH7,<96 

hours) followed by a non-linear rate law; throughout the experiment, pH10 experiment 

was controlled by linear rate law but in two different rates. Linear rate law represents a 

geochemical process of dissolution happening in low degree of saturation of the solution 

30, 74, and is often reflected by the stoichiometrical release of the element from bulk glass 

(or termed as congruent dissolution); the non-linear rate law often represents a complex 

diffusion process controlled by the solution chemistry, saturation state and morphological 

change of the surfaces 30, 74.  

 In this study, the dissolution rates were compared to literature values. The surface 

retreat rate showed a trend that pH10 > pH7 > pH2. It is worth noting that the surface 

retreat rate of the pH7 experiment was obtained by reacting the glass coupons at 90 oC, 
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while pH2 and pH10 experiments were conducted at 25 oC. The effect of temperature on 

the dissolution rate was reported to be an Arrhenius relationship, and resulted in the 

difference of dissolution rate by several orders of magnitude 11, 12. Therefore, the 90 oC 

reaction temperature of the pH7 group was responsible for the higher surface retreat rate 

compared to the rate of pH2. The obtained surface retreat rates were then inputted into 

equation (2) and (3) to generate dissolution rates with propagated errors. The relationship 

between pH and dissolution rates (e.g. Figure III.8) followed the findings of other studies 

11, 25, 31, 32. The dissolution rate of pH2, pH7 and pH10 experiment was on a order of 

magnitude slower compared to the dissolution rate of SON 68 glass ~ 0.9 g/(m2d) (pH7, 

90 oC) as reported by Gin 31. However, the glass composition of SON68 consisted of 68 

oxides and was reported to be more chemically durable than a simple aluminoborosilicate 

glass 49, 66, 75. Thus, the dissolution rates of this study was compared to the studies of 

dissolution rate on similar glasses such as E-glass, basaltic glass, rhyolitic glass, 

aluminosilicate glass and etc.  

 The dissolution rate from the study on basaltic glass at pH2, 30 oC 11 was ~ 4.86 

to 20.38*10-2 g/(m2d), which was quite comparable to the rate in this study ~ 

7.49±0.44*10-2 g/(m2d) (pH2, 25 oC). At pH2 the dissolution rate of this study was higher 

than albite (~ 0.05 g/(m2d)) and jadeite glass  (~0.76 g/(m2d)) 76, close to the rate of E-

glass (~ 8.01*10-2 g/(m2d)) 33, 34, 35, 36, 38,  and slightly slower than the rate of nepheline 

glass (~17.77*10-2 g/(m2d)) 76 and rhyolitic glass (~ 25.36*10-2 g/(m2d) 32. With respect 

to the dissolution rate of jadeite and albite reported by Hamilton and Pantano 76, the 

concentration of Al/Si in jadeite (Al/Si=0.51) and albite glass (Al/Si=0.34) was higher 

than the aluminoborosilicate glass (Al/Si=0.11) used in this study. Hamilton and Pantano 
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reported that the dissolution rate increased with increasing Al/Si ratio in the bulk glass 76, 

and a similar study of the effect of network former ratios on the dissolution rate has been 

reported by Strachan and Croak as well 77. Thus, the difference in dissolution rates found 

in albite glass, jadeite glass compared to this study was most likely to be a result of 

variations in Al/Si ratio. Also, the dissolution rates in this study were compared to E-

glass, which has an identical element component compare to the aluminoborosilicate 

glass used in this work. Note that the dissolution rate or corrosion rate studied with E-

glass were often reported as mass loss versus reaction time 33, 34, 35, 36, 38, and thus the rates 

of E-glass was converted into the unit of g/(m2d). For pH7 reacted at 90 oC, the 

dissolution rate (~ 8.43±1.08*10-2 g/(m2d)) was compared to the reported rate of E-glass 

(~ 8.01 to 20.31 g/(m2d)) 5, 33, 34, 35, 36, 38. Similarly, the obtained dissolution rate of this 

study at pH10 (3.07±0.55*10-2 g/(m2d)) was close to the reported study on rhyolitic glass 

40. Overall, the dissolution rates on similar glass composition (with minor variations of 

modifier ion) were within the same orders of magnitude compared to the dissolution rates 

in this study. 

4.3 Correlations between glass dissolution and roughening 

 The composition of reacted glass surfaces were studied as a function of corrosion, 

as shown in Figure III.9 (chemical compositions of the reacted glass surfaces were 

detailed in Appendix C). It was found that the surface composition was relatively 

unchanged after 24 hours of reaction for pH2 and pH7 experiments, and after 2 hours of 

reaction for pH7 experiments. The stable chemical composition of reacted glass surfaces 

suggested that the elements within the glass network were dissolved stoichiometrically, 

or also known as congruent dissolution. This observation was reflected by the linear law 
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controlled surface retreat rate prior to the rate change as shown in Figure III.7. The 

congruent dissolution process depletes modifier ions and B from the glass network, and 

consequently leads to the dissolving of network formers into the bulk solution 8, 12, 15, 16. 

Moreover, the glass surface roughened at this regime of reaction as shown in Figure 

III.11, and stopped roughening when the dissolution showed a non-linear relationship 

with time. As shown in Figure III.7 and 4.11, the glass stopped roughening while the 

surface retreated with corrosion. In order to understand such phenomenon, the 

geometrical relationship between surface retreat rate and maximum roughening rate (as 

vertical vectors) were studied. Figure III.13 shows a schematic of the roughening process 

occurred on glass surfaces. 

 

Figure III.13 Schematic showing the surface roughness after a certain period of time of 
reaction Δt. Surface profile before Δt is the left schematic, and surface profile after Δt is 

the right schematic. 

 

 As shown in Figure III.13, the initial roughness and the surface retreat (as 

compared to an imaginary reference surface) is a and Δh, respectively. After Δt, the 

roughness increases due to the corrosion of the glass surface. The surface retreat after Δt 
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is increased to Δh+ Δt*rretreat, where rretreat is the surface retreat rate. Since the roughness 

is the root-mean-square variation of amplitude to the mean plane, the vector of reaction 

contributed to roughness is Δt*rretreat/2 (as half of the increment of the surface retreat). 

Assuming that the roughening also has vectors related to maximum roughening rate, the 

roughening vector in the opposite direction of reaction should be deduced from the 

roughness value after Δt (the roughening vector in the direction of reaction was included 

in the vector of reaction given how the roughness and surface retreat was being 

measured). Thus, the roughness after Δt is a+ Δt*rretreat/2- Δt*Rmax/2, where Rmax is the 

maximum roughening rate. Therefore, the roughening occurs when a+ Δt*rretreat/2- 

Δt*Rmax/2 (before) > a. By rearranging this inequality, it was found that rretreat must be 

larger than Rmax to introduce roughening. The surface retreat rates in the linear rate law 

regime was larger than its corresponding Rmax, while the surface retreat rates in the non-

linear rate law regime was smaller than the Rmaxs. It is reasonable that the glass will not 

roughen when the dissolution rate is too small to create any topographical change, 

especially for pH2 (Rmax is 1.5 nm/day) and pH7 (Rmax is 5.5 nm/day). Thus, it was 

concluded that the surface roughens only when the surface retreat rate was faster than the 

maximum roughening rate. Additionally, it was suggested that the maximum roughening 

rate Rmax might be related to the glass composition and reaction conditions that can be 

used to evaluate the chemical durability of glasses. 

 However, the rretreat of the pH10 experiment was 12.1 nm/day in the non-linear 

rate law regime. It was hard to conceptualize that the relative large retreat rate will not 

cause surface roughening. In order to investigate the stop of roughening observed in 

pH10 experiments, the correlation length and Hurst exponent were studied as a function 
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of time using PSD profiles (eg. Figure III.12c). After 24 hours of reaction, the correlation 

length significantly decreased (from ~330 nm to ~ 169 nm). The decrease of correlation 

length was reflected by the power gap between PSD profiles of < 24 hours and PSD 

profiles of > 24 hours as shown in Figure III.12c, and the gap was on the order of ~106s 

nm4 power. The increase of power at low frequency region (1.25*10-4 to 6.125*10-3 nm-1) 

is related to the horizontal increase of the structural size 29. Often the horizontal increase 

of structural size can be reflected by the non-homogeneous distribution of roughness at a 

given spatial wavelength. Such hypothesis has been confirmed by the study of Hurst 

exponent as a function of time, i.e. Hurst exponent is larger than 0.5 after 24 hours of 

reaction. A Hurst exponent larger than 0.5 indicates a non-homogenous distribution of 

roughness, and the physical meaning of the values of Hurst exponent was more 

informatively discussed in 26. The sudden increase of Hurst exponent after 24 hours of 

reaction is shown in Figure III.12c as the change of the slopes at high frequency region 

(6.25*10-3 to 1.6*10-2 nm-1). Thus, the cease of roughening observed in the pH10 

experiment was associated with the horizontal increase of roughness feature. However, 

the effect of Rmax on the horizontal increase of roughness feature was beyond the scope of 

this work. In conclusion, the corrosion of glass surface introduced the roughening, which 

occurred when the dissolution rate was higher than the rate of topographical change (e.g. 

roughness). However, the quantitative relationship between glass composition, glass 

dissolution, and glass roughening still remains inconclusive.  
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Conclusions 

 In this study, a novel method of measuring dissolution rate of aluminoborosilicate 

glasses was developed using atomic force microscopy. The method artificially created a 

surface retreat by masking the glass surface using a superhydrophobic polymeric 

composite mask. The masking and exfoliation strategy (non-destructive) proposed in this 

study was validated using advanced surface analysis tools such as AFM and XPS.  The 

surface retreat rates were obtained by fitting the surface retreat as a function of time using 

geochemical models such as linear rate law and non-linear rate law. Surface retreat rates 

were then converted into dissolution rates, which were comparable with literature values; 

however, minor differences in dissolution rates as a function of glass composition were 

observed when comparing to jadeite and nepheline glass.  

 It was found that the roughening of glass surface can be introduced by corrosion. 

The parameter representing the maximum rate of roughness change, Rmax, was used to 

geometrically show that the dissolution rate must be higher than the Rmax in order to 

introduce surface roughening. Also, the relationship between glass dissolution and 

roughening was briefly discussed. 
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CHAPTER IV. NEW EVIDENCE OF THE INTERFACIAL 

DISSOLUTION REPRECIPITATION MECHANISM OF SILICA 

LAYER FORMATION DURING GLASS CORROSION: INSIGHT 

FROM SYNCHROTRON RADIATED X-RAY REFLECTIVITY AND 

DIFFUSE SCATTERING 

1. Introduction 

The glass corrosion mechanisms are of particular interest to the evaluation of the 

chemical durability of glasses in biomedical applications, natural glass in balancing 

global carbon dioxide sequestration, and nuclear waste glass in disposal conditions 1. The 

estimation of corrosion behavior of nuclear waste glass is a prioritized task before the 

wide application of nuclear energy as an alternative/renewable energy source in the age 

of energy crisis 2. Glasses dedicated to the vitrification of nuclear wastes develop a silica-

rich gel at the glass/solution interface when exposed to the aqueous solution for certain 

periods of time 3. The silica-rich gel is reported to be constituted with the cross-linking 

species such as Si and Al 3, 4. The existence of such gel, which often occurs when the 

solution is saturated with respect to Si, is arguably acting as a diffusion barrier that leads 

to a decrease in the dissolution rate by four orders of magnitude compared to the initial 

dissolution rate 5. The textural properties (e.g. density and morphology) of the gel are 

dependent on the glass composition as well as the solution environment (pH, temperature, 

and ion species) 4, 5. It has been reported that the formation of the gel is a direct result of 

the recondensation of the cross-linking species in de-alkalized glass 4. Rebiscoul et. al. 4 

reported that the altered glass features an interdiffusion zone with graded density (de-
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alkalized glass with chemical gradients) in between the pristine glass (inner rim) and the 

gel (outer rim). However, this particular experimental result on XRR does not account for 

the highly texturized (so-called porosity between layers) alteration zone observed in 

historical glasses and glasses corroded in laboratory conditions as reported by Geisler et. 

al. 5, 6. Recent studies by Hellmann et. al., with the use of advanced analytical tools such 

as atom probe tomography (APT), found that the structural and chemical interface 

between the pristine glass and alteration zone was atomically sharp 1. The responsible 

mechanism was reported as an interfacial dissolution and reprecipitation process 5, which 

differs from the long-standing diffusion coupled-hydration and cation leaching 

mechanism previously used. The interfacial dissolution and reprecipitation mechanism in 

glass corrosion, as originally proposed by Geisler et. al. 5, was followed by a study 

concluding that the diffusion coupled mechanism was proposed with observations based 

on poorly resoluted instruments 7. However, the interfacial dissolution and reprecipitation 

mechanism lacks parameterized variables (such as gel density, interface roughness, and 

other derivative properties) to quantify or at least model the glass dissolution behavior in 

the long term (millions of years).   

In this study, two commercially available flat panel silicate glasses were corroded 

in acidic solution at an elevated temperature to study the textural properties of the altered 

glass as a function of time. For the first time, the textural properties were measured by 

coupling the simulation of synchrotron radiated X-ray reflectivity and diffuse scattering. 

In addition, the chemical composition and environment of the outermost altered glass 

surface were studied using X-ray photoelectron spectroscopy. It was found that the 

interface roughness and non-gradient density of the de-alkalized glass were in support of 
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the interfacial dissolution and reprecipitation mechanism. Moreover, the recondensation 

of de-alkalized glass to form the dense silica gel was not observed throughout the 

experiment. The calculation of the de-alkalized glass thickness, especially after forming 

the dense silica gel, suggested that the dense silica layer was probably formed by the 

interfacial dissolution and reprecipitation of the de-alkalized glass instead of the reported 

structural recondensation or bulk solution Si precipitation mechanism. Modeling of the 

surface composition and density based on XPS and XRR/XDS data also favored such a 

mechanism. More importantly, this work provides a preliminary parameterized set of 

variables that can be further used in the modeling of the long-term behavior of glass 

corrosion. 

2. Materials and methods 

2.1 Sample preparation 

The D263 glass and soda-lime-silicate glass, whose compositions are detailed in 

Table 4.1 (measured using Perkin-Elmer Optima 5300, an inductively coupled plasma 

atomic emission spectrometer), were used to conduct the corrosion experiment.  

Table 4.1 Composition (wt%) of the SLS and D263 Bulk Glass using Spectrochemical 
Analysis 

 

Particularly, the composition of the D263 glass is close to the molar ratios of nuclear 

waste glasses (e.g. SON68, a French nuclear waste form glass). Both glasses were 

purchased from vendors (S.I. Howard Glass, Massachusetts, MA), and were checked with 
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a diffractometer (Bruker Phaser D2, California, USA) to be X-ray amorphous. The panel 

glasses were cut into monoliths with a size of 50 mm X 20 mm using a low-speed 

diamond saw cooled by polishing oil. The cut glass panels were ultrasonicated in acetone 

and isopropanol alcohol for 10 mins each, rinsed in deionized water, dried under a 

nitrogen gas flow (~100 mL/min), and then stored in vacuum desiccator prior to any 

experiments or characterization. For soda-lime-silicate glass, which is a float glass 

produced in the molten tin bath, the tin side was avoided for analysis using a high-

intensity UV lamp to distinguish the air side from the tin side. The corrosion test was 

performed with dilute HCl solution (pH3) in an oven heated at 90 oC. The pH of the 

solution was measured before and after the corrosion test at 90 oC, the measured pH is 

detailed in Table 4.2. The D263 and SLS glass monoliths were corroded in the pH3 

solution for up to 250 hours with a glass-surface-area-to-solution-volume ratio (SA/V) of 

10 m-1.  

Table 4.2 Variations of Solution pH (as measured at 90 oC) as a Function of Reaction 
Time for SLS and D263 Experiments 

 

All corrosion tests were performed in a pre-cleaned high density polyethylene 

(HDPE) bottle. The HDPE bottles were cleaned by soaking them in a dilute HNO3/HCl 
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solution for two days, and followed by soaking in deionized water for one week.  The 

HDPE bottles, the pH3 solution, and the glass samples were placed in an regulated oven 

at 90 oC for two hours, prior to placing the monoliths in the bottles. After experiments, 

the monoliths were rinsed with deionized water followed by isopropanol alcohol to avoid 

any possible effect of sample drying on the characterization. All collected and rinsed 

samples were dried under a nitrogen gas flow and stored in vacuum desiccator prior to 

any analysis. 

2.2 Synchrotron radiated X-ray reflectivity and X-ray diffuse scattering 

The X-ray reflectivity (XRR) and diffuse scattering (XDS) curves of the corroded 

SLS and D263 glass were collected at the beamline G2 at Cornell High Energy 

Synchrotron Source (CHESS). The experiments were performed at the ambient condition 

with a photon energy of 13.6 keV (wavelength of ~ 0.10688 nm). The shape of the direct 

beam was measured and adjusted to be a Gaussian distribution via changing the size of 

the beam slits. The detector used in beamline G2 was a 2D ring detector with 2D imaging 

capabilities of the actual beam. Thus, the 2D images of the direct beam were collected 

simultaneously to identify any diffraction events (eg. formation of secondary crystalline 

phase on top of glass surface). The XRR curve was collected from 0.02 to 4.95 (two theta) 

with a step size of 0.1 using six different attenuation settings at different range of angle. 

The XDS was collected at two angles of 0.8 and 1.4 o with a unanimous step size of 0.01 

(low angle: from 0.02 to 0.78 o; high angle: from 0.04 to 1.36 o) at a given attenuation. 

The refinement of the XRR and XDS data was achieved using Bruker Leptos® (7.7). 

XRR data from 0.20 to 4.95 o was analyzed in Leptos® to obtain a better fit of the critical 

angle and thus density values. To constrain the density values fitted in XRR and XDS, 
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the bulk density (or substrate density in XRR/XDS modeling) of D263 and SLS glass was 

determined to be 2.51±0.04 and 2.48±0.05 g/cm3 by triplicating Archimedes experiment 

using a high sensitivity balance (Mettler Toledo MS Digital Balance, Ohio, USA).  

             In a typical process, the raw XRR data at six different attenuation settings was 

concatenated by calculating the attenuation factors. The concatenated XRR curve was 

then inputted into Leptos®, and the bulk density along with the composition of the D263 

and SLS glass was added to the materials database in Leptos®. A simulating curve was 

created by constructing a model with different layers, densities, and thicknesses. The 

residual between the simulating curve and XRR curve was simulated until it reached a 

value less than 0.01. During the simulation process, a graded interface instead of sharp 

interface was allowed but was never found throughout this study. Simulated layers and 

their densities were obtained using the embedded algorithms in Leptos® 8: 

θୡ = (2δ)ଵ/ଶ           (1)      

δ = ρλଶr଴/2           (2) 

where θc is the critical angle (incidence angle, where the total reflection of the beam 

occurs), and δ is a constant used to describe the refractive index. In equation (2), ρ is the 

effective electron density, r0 is the Thompson scattering length, and λ is the wavelength 

of the incident X-ray beam. Thus, equation (1) and (2) was primarily used to obtain the 

density values in XRR simulation. To model the thickness and roughness of the layers 

and the substrate, following equation was utilized in Leptos® to model the intensity of 

reflection 9, 10: 

R(θ) = R୤│ ׬
ப஡

ப୸
exp (i4π(θ/λ)z)dz)│ଶ        (3) 
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where Rf is the Fresnel reflectivity, θ is the incident angle, and ∂p/∂z is the normal 

derivative of density. The ∂p/∂z is dependent on the number of layers, thickness of each 

layer and the corresponding interface roughness between layers. The Kiesig fringes, or 

so-called oscillations, were used to define the thickness of a certain layer. The roughness 

values obtained from the modeling of XRR were complimentarily characterized with 

XDS. Parameters obtained from XRR simulation was used to help constrain the 

simulation of XDS curves. XDS simulation fits the roughness and its distribution using 

distorted wave born approximation (DWBA) 9, 10: 

g(࢘, (ᇱ࢘ = g(R) =< [z(r) − z(r + R)]ଶ >= 2σଶ −  (4)     (ܴ)ܥ2

where g(r, r’) is the mean-square surface fluctuation between r’ and r, z is the surface 

profile amplitude in the vertical direction, δ is the roughness, and C(R) is the heigh-

height correlation 9, 10. The C(R) is modeled in XDS simulation to obtain Hurst exponent 

and correlation length for a complimentary description of roughness and its spatial 

distribution. Simulated parameters from XDS were then used to remodel the XRR data 

until both XRR and XDS simulations reached to close agreement. Basically, the XDS 

data was particularly useful in determining the roughness (e.g. equation (4)), its spatial 

distribution, and identifying the correctness of the model used to simulate XRR curves.  

2.3 X-ray photoelectron spectroscopy 

Chemical composition as well as local chemical environment of the pristine or 

corroded flat panel glasses (SLS as float glass, and D263 as down draw glass) was 

analyzed with a PHI Quantera Scanning X-ray photoelectron Microprobe (XPS). The 

XPS data sets were collected with Al Kα X-rays (monochromatic, beam size=100 µm) at 

an output power of 26.2 watts and a take-off angle of 45o, with an electron energy of 
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1486.6 eV. Survey scans were performed with a pass energy of 140 eV and a step size of 

0.5 eV to gain qualitative information such as peak identification and peak position.  A 

beam dwelling time of ~100 ms/step was applied to all survey scans. Peaks identified in 

all survey scans were used to adjust high resolution scan binding energy range, pass 

energy (26 eV) and dwell time (~ 1 s/step). The beam dwell time as well as number of 

sweeps (3 sweeps for Zn2p3/2, Ti2p and Mg2s; 1 sweep for all the other acquired peaks) for 

each scanning range was adjusted to yield a signal-to-noise ratio (S/N) of >100:1 with 

exception of Zn2p3/2, Ti2p and Mg2s (S/N is > 50:1). The analyzed area for each spectrum 

was ~1-2 mm in diameter. The depth of analysis of XPS is dependent on the inelastic free 

mean path of a given element in the solid and the take-off angle. The inelastic free mean 

path of elements in a similar glass was used 11 to calculate the depth analysis using the 

following relationship 12: 

݀௔௡௔௟௬௦௜௦ = ߣ3 sin  (5)         ߠ

where λ is the inelastic free mean path of a given element, θ is the take-off angle. Thus, 

the depth of analysis in this study is approximately 6.8 nm (the take-off was set to 45o 

due to the geometrical limitation of PHI Quantera, where 50o is the maximum take-off 

angle). It needs to be noted that the depth of analysis represents the averaged depth of 

outermost surface (roughness features included). 

The standard deviation (STD) of peak position was measured by acquiring O1s 

spectra from five different spots on an identical sample. The STD is assigned to be 0.1 eV 

since calculated value is less than the step size of ~ 0.1 eV. All acquired spectra were 

corrected using adventitious alkyl carbon peak located at 284.6 eV. To quantify the 
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chemical composition of the corroded glass surface, high-resolution scans were 

performed at three different locations on the sample surface. Relative sensitivity factors 

of all elements (RSFSi = 1, RSFAl = 0.5, RSFB = 0.4, RSFZn = 6.5, RSFMg = 0.5, RSFK = 

3.2, RSFTi = 2.7, RSFNa = 3.0, RSFCa = 5.3 and RSFO = 1.8) were derived from hi-

resolution XPS scans of fresh air-fractured surface of an aluminoborosilicate glass 

surface, assuming that the glass fracture surface was identical to the bulk glass 

composition measured using spectrochemical analysis (ICP-AES digestion). The RSF of 

Ti and Zn is obtained from measurement of high purity zinc and titanium bearing oxides. 

XPS data qualitative and quantitative analyses were performed on CasaXPS® software. 

Area of each hi-resolution scan XPS peaks was fitted by the Shirley-model after 

automated background subtraction.  

3. Results and discussion 

3.1 Identification of a textured, dense silica gel and a de-alkalized glass without 
density-gradient 

Figure IV.1a, b, and c shows the XRR, XDS at low angle, and XDS at high angle 

of pristine SLS and D263 glass, respectively. The low residual (less than 1e-2) fittings of 

the XRR curve and two XDS curves was achieved assuming there was no layer (with a 

different density) on top of the bulk glass. Similarly, the same simple substrate (bulk 

glass) model was used to fit the XRR curve and XDS curves of pristine D263 glass as 

shown in Figure IV.1d, e, and f.  
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Figure IV.1 (a) XRR curve, (b) XDS curve at low angle, (c) XDS curve at high angle of 
pristine SLS glass; (d) XRR curve, (e) XDS curve at low angle, and (f) XDS curve at 

high angle of pristine D263 glass. 

The roughness of the SLS and D263 glass substrate was 0.89±0.05 nm and 

1.50±0.04 nm, respectively. The roughness values of both pristine glass surface was close 

to the reported values of glass melt surfaces varying from 0.1 nm to 1.4 nm, as measured 

using surface profilometry techniques such as AFM 13. The differences in roughness 

values of glass surfaces from various manufacturers or vendors could well be a result of 

production variabilities, different packaging, and storing strategies 13. XDS is particularly 

sensitive to the surface roughness, and thus the roughness values generated from the 

simulation of XRR and XDS was convincing. In addition, the simulated density values of 

pristine SLS and D263 glass substrate was 2.43±0.01 and 2.53±0.00 g/cm3, respectively. 

The density values were in close agreement with the densities measured by triplicating 

the Archimedes experiment (SLS: 2.48±0.05 g/cm3; D263: 2.51±0.04 g/cm3). Thus, it 

was believed that the simple substrate model for simulating the XRR and XDS curve of 

pristine SLS and D263 glass was appropriate. For SLS samples reacted for 1 to 100 hours 
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and D263 samples reacted for 1 to 200 hours, a two layer (altered glass and pristine glass 

substrate) construction was used to model the XRR and XDS data (see Appendix D). 

However, the fittings were either invalid (exceeding error limit) or had a large residual 

(more than 3e-1) when a diffusion zone or density-gradient was allowed between the 

altered glass and glass substrate. Also, a density gradient often features variations on the 

width of the Kiesig fringes 14. Throughout this study, no evidence of density-gradient was 

found through direct observation or simulation. Under the two-layer construction, the 

density of the altered glass layer remained stable at 2.28±0.04 and 2.02±0.03 g/cm3 for 

SLS and D263 sample, respectively. The density values of the altered glass layer were 

smaller compared to their bulk glass counterparts, close to the values reported for de-

alkalized glasses 4, 15. Further evidence of XPS data (see Table 4.3) suggested that its 

composition was depleted in modifier ions compared to the bulk glass. Thus, the altered 

glass layer (layer#1 in simulation) was referred as the de-alkalized glass in this study.  

Table 4.3 Composition of the Outermost Surface of SLS and D263 Glass Samples after 
Different Reaction Times. Errors are Generated by Probing Five Different Spots on an 

Identical Glass Sample 

 

Sample Na Ca Mg Si O Total

0 hour 7.7 1.8 0.9 22.6 66.9 100.0
1 hour 6.5 1.7 0.2 23.5 68.1 100.0
5 hours 4.8 1.7 0.0 24.7 68.8 100.0

10 hours 3.8 1.5 0.0 24.9 69.8 100.0
50 hours 3.1 1.3 0.0 24.1 71.5 100.0
100 hours 2.6 1.1 0.0 27.8 68.5 100.0
150 hours 0.1 0.1 0.0 28.4 71.4 100.0
200 hours 0.1 0.1 0.0 29.6 70.2 100.0
250 hours 0.1 0.1 0.0 32.8 67.0 100.0

Error 0.5 0.3 0.2 0.8 1.5

Chemical Composition (SLS)
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The roughness of the de-alkalized glass layer increased with time for SLS and 

D263 sample under the two layer construction. However, the interface roughness 

between the pristine glass substrate and the de-alkalized glass remained at 0.74±0.08 and 

1.47±0.14 nm for SLS and D263 sample, respectively. The interface roughness was 

identical to the roughness of pristine glass surface within the measured error. Given the 

linearity of the ionic exchange process (or termed as interdiffusion) as a function of time, 

it was reasonable that the roughness of pristine glass surface was retained at the interface 

with the progression of the experiment (linear progression of de-alkalization towards the 

pristine substrate).  The linearity of ionic exchange, as in conventional solution analysis 

of leachates 16, is reflected by the linear relationship between the concentration of 

released modifier ions and time 16, 17.  

After being reacted for 150 and 250 hours, a dense layer was observed for SLS 

and D263 sample, respectively. The fittings of XRR and XDS curves for SLS and D263 

samples are shown in Figure IV.2a-c and Figure IV.2d-f, respectively. As shown through 

Figure IV.2a to f, the fittings based on the three layer construction (dense layer, de-

alkalized glass and pristine substrate), which also rendered low fitting residuals. The 

density of the dense layer was 2.65±0.04 and 2.78±0.05 g/cm3 for SLS and D263 samples, 

and the density values of these two dense layers were close to the theoretical density of 

Sample Na K Mg Zn Ti Al B Si O Total

0 hour 5.6 5.7 0.2 1.1 0.7 3.6 4.4 16.4 62.2 100.0

1 hour 4.6 4.8 0.0 1.0 0.6 4.0 2.3 17.8 64.9 100.0
5 hours 3.6 4.0 0.0 1.0 0.5 3.7 0.0 18.4 68.9 100.0

10 hours 3.0 3.6 0.0 0.8 0.2 4.1 0.0 19.7 68.6 100.0
50 hours 0.9 1.5 0.0 0.4 0.1 3.7 0.0 21.0 72.4 100.0
100 hours 0.7 0.6 0.0 0.2 0.0 3.2 0.0 19.4 75.9 100.0
150 hours 0.0 0.3 0.0 0.0 0.0 0.4 0.0 29.6 69.7 100.0
200 hours 0.0 0.3 0.0 0.0 0.0 0.5 0.0 30.0 69.2 100.0
250 hours 0.0 0.2 0.0 0.0 0.0 0.3 0.0 30.5 69.0 100.0

Error 0.5 0.3 0.3 0.5 0.3 0.2 0.6 1.2 1.7

Chemical Composition (D263)
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amorphous silica ~2.65 g/cm3. The XPS data (eg. Table 4.3) also agreed that the dense 

layer was a dense silica layer (depletion of modifier ions and enrichment of Si comparing 

to bulk composition). However, the XPS data (150 hours for SLS, and 250 hours for 

D263) showed a low concentration of modifier ions (~ 0.1 atm% of Na and Ca for SLS; 

~0.2 atm% of K for D263), which can be a result of the fact that layer thickness 

(1.49±0.37 nm for SLS; 1.48±0.13 nm for D263) is shallower than the depth of analysis 

of XPS (~6.8 nm). Thus, the modifier ions observed in XPS data were contributed from 

the signals picked up from the de-alkalized glass layer.  

 

Figure IV.2 (a) XRR curve, (b) XDS curve at low angle, (c) XDS curve at high angle of 
SLS glass reacted in dilute HCl for 150 hours; (d) XRR curve, (e) XDS curve at low 

angle, and (f) XDS curve at high angle of D263 glass reacted in dilute HCl for 250 hours. 
Both sets of curves were the first observation of a dense silica layer. 

In order to conceptualize the corrosion mechanism underlying the SLS and D263 

test, the roughness (RMS), density, and thickness of layers (de-alkalized glass as layer#1; 

dense silica layer as layer#2) as a function of time was plotted in Figure IV.3 a-d (fitted 

parameters are detailed in Appendix D). As shown in Figure IV.3a and IV.3c, the 
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roughness of the de-alkalized glass (layer#1) showed a non-linear relationship with time 

and stopped roughening when the dense silica layer was formed (150 hours for SLS; 250 

hours for D263). The density of the de-alkalized glass and glass substrate remained stable 

throughout the experiment for D263 samples.  

 

 

Figure IV.3 (a) roughness and density of layers as a function of reaction time glass, (b) 
thickness of layers as a function of reaction time for test performed on SLS glass; (c) 
roughness and density of layers as a function of reaction time glass, (d) thickness of 

layers as a function of reaction time for test performed on D263 glass. Lines are guides to 
eyes in exception of the dashed lines used to fit layer#1 thickness prior to the formation 

of layer#2. 

However, a drop of density values from   2.28±0.04 to 1.99±0.01 g/cm3 was 

observed for SLS samples after 150 hours of reaction, and the density of de-alkalized 

glass remained stable at 1.99±0.01 g/cm3 from 150 hours to 250 hours. This drop of 
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density observed in de-alkalized SLS glass layer resulted from the void spaces of 

roughness features created by the large interface roughness (from 4.70±0.37 to 

10.10±0.01 nm after 150 hours). For both sets of experiments, the formation of dense 

silica layer was accompanied by a sudden increase of interface roughness of (de-alkalized 

glass and glass substrate). Such sudden increase of de-alkalized glass and substrate 

interface roughness along with the highly texturized dense silica layer (roughness value 

close to the thickness) can be accounted for the observed porosities (or void spaces) 

found in altered glass outer rims as reported elsewhere 5, 6. Particularly, the de-alkalized 

glass layer thickness as a function of reaction time (e.g. Figure IV.3b and 4.3d) was 

studied for its linearity under two layer constructions. Prior to the formation of the dense 

silica layer, the de-alkalized glass layer thickness (SLS and D263) showed a linear 

relationship (with R2>0.99) with the reaction time and followed the linear behavior of 

ionic exchange process as mentioned previously. The growth rate of de-alkalized layer 

thickness, as under the two layer constructions, was 0.13±0.01 and 0.14±0.02 nm/hour 

for SLS and D263 samples, respectively. The identical growth rate of de-alkalized glass 

layer thickness suggested a close ionic exchange rate in both glasses under same solution 

environment. After the formation of the dense silica layer, the thickness of de-alkalized 

glass grew at a lowered rate. However, it needs to be pointed out that the fitting of XRR 

and XDS data greatly relies on the constructed model, and a set of XRR and XDS data 

can be fitted in multiple methods. The method used, as for this study, was based on the 

understanding/assumptions associated with two known corrosion mechanisms (the 

hydration coupled ion exchange process, and the interfacial dissolution and 

reprecipitation process); also, XPS data was used to minimize the possible errors 
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associated with the XRR and XDS fitting. A more appropriate approach could be used to 

accurately determine some of the fitting parameters, e.g. roughness of top surface can be 

obtained using AFM and density of each layer can be quantified using neutron depth 

profile with proper standardization.  

To visualize the general mechanism of SLS and D263 glass corrosion, the cross-

section of the sample is schematically shown in Figure IV.4. The mechanism is 

summarized as follows: 1) the glass surface formed a de-alkalized glass layer upon 

contact with aqueous solution, and the thickness of the de-alkalized layer grows linearly 

with time and roughness increases with time; 2) after forming a highly texturized dense 

silica layer, the de-alkalized glass thickness grows in a lowered rate; 3) the interfaces 

between each layers are highly texturized (roughness close to layer thickness) to hold 

porosity; 4) there is no density gradient between each layers, thus the sharpened interface 

suggests a corrosion mechanism contradicting the diffusion coupled hydration and 

leaching of modifier ions.  

 

Figure IV.4 The schematic of the cross-section of the SLS and D263 sample at different 
time and construction of layers. 
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Thus, the observations on the simulation of XRR and XDS of two types of corroded glass 

most likely favor the interfacial dissolution and reprecipitation mechanism of silica layer 

formation.  

To further investigate the corresponding mechanism to the phenomenological 

observations, the modeling was performed on the origin of dense silica layer to answer 

the question that “where Si in silica layer came from? solution or de-alkalized glass?”. 

3.2 Determination and simulation of the origin of the dense silica layer 

The formation of dense silica layer (e.g. Figure IV.4) can lower the growth rate of 

the de-alkalized glass layer thickness (e.g. Figure IV.3b and 4.3d) due to the limited 

transportation of water 5, 6. However, such role of dense silica layer as a diffusion barrier 

should not change the linearity of the growth of the de-alkalized glass layer thickness 

versus time. Thus, the thickness of the de-alkalized glass was calculated with two 

different origins of dense silica layer assuming that the dense silica layer was from either 

bulk solution or recondensation of the de-alkalized glass. The D263 samples only formed 

the dense silica layer after 250 hours of reaction, and thus were not used to model the 

origin of the dense silica layer. Under the assumption that the dense silica layer was 

originated from the bulk solution, the as-measured thickness of the de-alkalized glass 

using XRR/XDS should be the “actual” thicknesses. Under such assumption, the growing 

thickness of de-alkalized glass and the formation/growth of the dense silica layer are two 

different phenomenological events that have no effect on the thickness of each layer.  
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Figure IV.5 The modeled thickness of de-alkalized glass as a function of time under two 
different mechanisms. Red line: recondensation of the de-alkalized glass; black line: 

precipitation of dense silica layer from bulk solution. The insets show the corresponding 
mechanism of dense silica layer formation, particularly the recondensation of the de-

alkalized glass mechanism is associated with the dense silica layer thickness. 

The as-measured de-alkalized glass layer thickness (or the assumption that dense 

silica gel is from precipitation of bulk solution) is plotted versus time in Figure IV.5. The 

inset below the curve shows a typical process of SiO2 precipitations from bulk solution 

and their assembly to be a highly textured dense silica dense layer. The change in the 

thickness of dense silica layer (Δdlayer#2) from 150 to 200 hours and 200 hours to 250 

hours was 0.78±0.20 and 0.52±0.18 nm, respectively. If assuming that the dense silica 

layer was formed by the recondensation of de-alkalized glass, the Δdlayer#2 should be 

compensated to evaluate the “actual” thickness of the de-alkalized glass. Thus, the 

following equation based on recondensation of de-alkalized glass and mass balance was 

used to calculate the compensate values (Δdlayer#1): 
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where ρ is the density (g/cm3) measured by XRR, and V is the volume of transformed 

glass. The calculated Δdlayer#1 is 0.87±0.22 and 0.58±0.20 nm (errors were calculated 

from algorithms in error propagation) from 150 to 200 hours and 200 to 250 hours, 

respectively. The Δdlayer#1 was added to the as-measured thickness of de-alkalized glass, 

and then plotted versus time as shown in Figure IV.5. Under this mechanism, glass 

network was restructured to reach a low chemical affinity state, often a higher density, 

and thus most thermodynamically stable state. It needs to be pointed out that the 

propagated errors in Figure IV.5 were not significant compared to the mean value (less 

than 5%), and thus were not shown. As shown in Figure IV.5, the mechanism of 

recondensation and bulk solution precipitation both showed a non-linear relationship 

between the thickness of de-alkalized glass and the reaction time. Thus, the assumed 

mechanisms shown in Figure IV.5 are unlikely to be reasonable when accounting for the 

linearity of de-alkalized glass thickness versus time. Given the linearity of the de-

alkalized glass thickness (as a process of ionic exchange), it is probable that a linear line 

placing between both non-linear curves in Figure IV.5 represents the “real” mechanism 

of silica layer formation. However, the “actual” position of the dashed linear line 

(thickness versus time) cannot be calculated or modeled to the author’s best knowledge. 

The origin of the dense silica layer is most likely to be an interfacial dissolution and 

reprecipitation controlled mechanism given the involvement of Si dissolution from de-

alkalized glass (decrease in relative thickness) and reprecipitation of dissolved Si from 

supersaturated thin solution layer 6. The interfacial dissolution and reprecipitation 

mechanism can be treated as an event phenomenologically containing the features from 
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both assumed processes (recondensation and precipitation). Thus, the position of “real” 

de-alkalized glass thickness versus time should be placed in between the two non-linear 

lines. In this study, a preliminary effort towards the origin of dense silica gel through 

coupled modeling of XRR/XDS data was shown. The errors and assumptions associated 

with this approach of determining the origin of silica layer can be better evaluated using 

in-situ characterization techniques, but are not further discussed in this study.  

3.3 Comparison between modeled and measured surface composition 

The density of de-alkalized glass was calculated from the composition measured 

using XPS. In order to perform such calculation, the thickness of the layer must be larger 

than the depth of analysis ~6.8 nm of XPS. When the de-alkalized glass is textured 

(roughness larger than the measured thickness), the thickness of the de-alkalized was 

assumed to be two times the roughness value (amplitude of thickness in the vertical 

direction) 18. Thus, SLS samples from 1 hour to 150 hours and D263 samples from 5 to 

200 hours were used to perform the density calculations. The calculations of density 

based on glass composition were developed using the database of commercially available 

SciGlass® software and are detailed in 19. However, the outermost surface composition 

of SLS glass after 100 hours and D263 glass after 150 hours was over the composition 

limit. For SLS glass, the XPS calculated density values varied at 2.38±0.23 g/cm3 from 1 

hour to 50 hours. The mean XPS calculated the density of the de-alkalized SLS glass was 

slightly higher than the mean XRR measured density of 2.28±0.04 g/cm3. Similarly, the 

XPS calculated density (2.13±0.08 g/cm3) of the de-alkalized D263 glass was slightly 

higher than the XRR measured density (2.02±0.03 g/cm3). It appears that such minor 
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discrepancy in measured and calculated density values could be the fact that XPS is not 

capable of accounting for the void spaces between roughness features. 

Since XPS cannot account for the void spaces between roughness features, with 

its capability of picking up chemical information at given depth of analysis ~ 6.8 nm, the 

XPS composition of the outermost surface after forming a dense silica gel was modeled. 

Figure IV.6 is the schematic presentation of the calculation model used for the outermost 

surface composition. As shown in Figure IV.6, the lower bound of percentage signals 

from dense silica layer was assigned as the dlayer#2/danalysis, and the upper bound of 

percentage signals from dense silica layer was assigned as the 2*RMSlayer#2/danalysis to 

account for the vertical amplitude of the silica layer 18.  

 

Figure IV.6 The schematics of a corroded glass sample cross-section after forming a 
textured (zigzag shaped) dense silica gel. 

When the dense silica layer thickness is higher than the roughness, the upper 

bound was assigned as dlayer#2/danalysis. Also, the composition of the de-alkalized glass was 

assumed as the composition prior to the formation of dense silica layer (100 hours XPS 

composition for SLS; 200 hours XPS composition for D263). Generally, the modeled 

composition is: 
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where Ci is the concentration of element i. As shown in Table 4.4, the measured 

composition using XPS falls into the calculated range of compositions for both sets of 

samples.  

Table 4.4 The Calculated Composition Range of the Outermost Glass Surface after the 
Formation of Dense Silica Layer Occurs 

 

Thus, it was convincing that the conclusions and simulation results obtained from the 

XRR/XDS data were appropriate based on the agreement between measured and 

calculated densities and compositions. 

Conclusions 

For the first time, synchrotron radiated XRR/XDS was coupled to measure the 

aqueous corroded flat panel glasses. The results of the best XRR/XDS fittings suggested 

that a textured dense silica layer was probably formed on top of the de-alkalized glass 

with a rough, sharp, and non-density gradient interface. The constructed models from 

XRR/XDS results provided new evidence in favor of the interfacial dissolution and 

reprecipitation mechanism to account for the textured silica layer observed in laboratory 

experiments and historical glasses. In addition, the de-alkalized glass thickness after 

Sample

Na 2.1 Na 1.8 Na 1.6 K 0.2
Ca 0.9 Ca 0.8 Ca 0.7 Al 0.3
Si 28.8 Si 29.4 Si 29.8 Si 31.4
O 68.2 O 68.0 O 67.8 O 68.2

Na 1.2 Na 1.0 Na 0.3 K 0.1
Ca 0.5 Ca 0.4 Ca 0.1 Al 0.1
Si 30.8 Si 31.1 Si 32.7 Si 33.0
O 67.5 O 67.4 O 66.9 O 66.8

SLS 150 hours SLS 200 hours SLS 250 Hours

Lower 
Bound

Upper 
Bound

D263 250 Hours
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silica layer formation was calculated through the surface controlled growing de-alkalized 

glass. The attempts were made to identify the origin of the silica layer, and the results 

were more likely in support of the interfacial dissolution and reprecipitation mechanism 

rather than the hydration coupled ion exchange mechanism. Finally, the close agreement 

between measured and calculated densities, compositions suggested that the conclusion 

being made was appropriate under the proposed models.  
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APPENDIX A. SURFACE ROUGHNESS MEASUREMENTS USING 

POWER SPECTRUM DENSITY ANALYSIS WITH ENHANCED 

SPATIAL CORRELATION LENGTH 

Introduction 

The properties of thin films can be significantly altered by the roughness of the 

substrate 1, 2, 3. Thus, characterization and quality control of substrate roughness is crucial 

for film-based devices to reach their desired electrical, thermal, optical, mechanical, and 

chemical function. Rauofi 4 reported that the roughness of indium tin oxide (ITO) 

substrates alters the transparency, electrical conductivity, quantum efficiency, and 

topography of ZnO nanostructured thin films, while Castro-Rodriguez et. al. 5 found that 

the residual strain in CdS thin films varies as a function of the roughness of the ITO 

substrate. Fang et. al. 6 reported that nanoscale  roughness (< 1 nm) can alter the gate 

oxide reliability of SiO2 thin films deposited on Si substrates, and further affect the 

morphological features of deposited SiO2 films at both the nanoscale and microscale ( > 1 

μm). Several other authors 7, 8 also reported that the breakdown strength (QBD) of 

multilayer film-based devices is associated with the interface roughness between 

successive layers. However, those reported phenomena were based on roughness values 

specified using average roughness (Ra) or root-mean-square (RMS) roughness, which do 

not provide any information with respect to the spatial distribution of roughness or the 

scale dependency of roughness. More importantly, failure to fully understand the effect of 

roughness on material properties may lead to catastrophes when those materials are used 

in critical applications such as astronautics, defense technology, and nuclear technology 9, 
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10, 11. Likewise, comprehensive understanding of the roughness of materials and 

roughness related phenomena is beneficial to the development of biomaterial applications, 

novel energy harvesting devices, nuclear/high energy physics devices, etc. 9, 10, 11. 

Roughness measurements are routinely made using X-ray reflectometry (XRR), 

light scattering, profilometry, laser interferometry, confocal scanning laser microscopy, 

and atomic force microscopy (AFM). Specifically, accurate measurements of roughness 

can be achieved with AFM due to its wide dynamic range, high lateral resolution and low 

vertical noise 6. Since its introduction by Binnig, Quate and Gerber 12, the AFM 

community has enjoyed significant progress in the collection and analysis of images for 

quantifying the morphology and spatial characteristics of surfaces 13. However, the 

impact of surface roughness on materials properties remains a rather controversial issue, 

in particular due to poorly-established methodologies of acquiring as well as analyzing 

AFM images. 

AFM measured roughness is often represented by simple statistical parameters 

such as average roughness, root-mean-square (RMS) roughness, peak-to-valley (P/V) 

ratio, etc. In these statistical values, 250,000 (x-, y-, z-) coordinate data points (using 512 

X 512 pixels2 resolution for example) are represented by a single number. However, the 

resultant roughness value can be identical for drastically different surface morphologies 

14, 15. Such convergence of roughness values from different surface morphologies is 

caused by the fact that these roughness algorithms are insensitive to lateral structures. It 

has been established that roughness values based on statistical theories are greatly 

dependent on the sampling interval, scanning scale, randomness of measured areas as 

well as specifics of each measuring methods. Thus, it becomes crucial to understand and 
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evaluate the methodologies of acquiring as well as analyzing AFM images that can be 

most suitable for describing surface roughness comprehensively. Specifically, questions 

like “what scanning scale should be used” and “how scanning scale can affect roughness 

values” are not fully understood.  

In addition to the above-mentioned analyses, AFM images can be analyzed using 

methods of fractal geometry such as power spectral density (PSD) functions to provide 

topographical parameters (equivalent roughness, fractal dimension, and Hurst exponent), 

which are relatively independent of the resolution of the instrument, scanning cycles 

performed and scanning scale used. The algorithm of the PSD function, in contrast to 

conventional statistical analysis, has proven successes in the description of various 

complex surface geometries as well as in understanding the effects of surface 

morphology on the properties of material systems 16. By applying PSD functions, AFM 

images can be represented by spectral strength densities over a wide range of different 

spatial frequencies, therefore roughness data acquired from different spatial frequency 

regions can be directly compared.  

The goal of this work is to demonstrate a method of AFM spectral analysis to 

obtain repeatable roughness values due to the enhancement of measured spatial 

correlation length. Detailed PSD function analysis is clarified with detailed theoretical 

definitions and performed on a commercially available roughness standard. This study is 

of particular importance to the accurate measurement of roughness by evaluating the 

fitting methods and algorithms of power density spectrum analysis. Enhanced correlation 

length was observed to maximize the accuracy of spectral fitting as well as the 

reproducibility of roughness value. Applying PSD to the control of surface topography 
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during materials processing is beyond the scope of this work and is well discussed 

elsewhere 17, 18, 19, 20. However, it is worth noting that the application of PSD spectral 

analysis on patterned materials (eg. > 100s nm patterns produced by soft lithography) is 

excluded from the discussion of this work.  

Experimental Methods 

Atomic force microscopy  

Surface morphology of a commercially available silicon nitride coated roughness 

standard (Ted Pella Product No. TCI-BudgetSensor TipCheck) was imaged and 

quantified using a Digital Instruments Nanoscope Dimension 3100 multimode atomic 

force microscope (AFM) equipped with Ar/N2 gas floating table in Tapping Mode ®. 

Antimony doped silicon probes (Bruker TESP, cantilever length of 125 µm) with 

nominal tip radius of curvature of 8nm, nominal spring constant of 42 N/m and resonance 

frequency range of ~230-410 KHz were used for all measurements. Images were captured 

at a scanning rate of 1.0 Hz and resolution of 512 pixels  512 pixels.  Ten 1 µm  1 µm, 

5 µm  5 µm and 10 µm  10 µm scans were performed at same probing area with minor 

drift caused by the lateral force interaction between tip and roughness standard. In order 

to ensure the consistent force interaction between tip and surface at different scan scales, 

the setpoint amplitude was set at 1.38 mV. For each scan size, a new tip was used to limit 

the tip geometrical effect on the roughness values. Upon initiation of the measurement of 

each scan size, the drive amplitude and drive frequency of the tip was adjusted quickly 

minimizing any wear effects on the tip geometry. 
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The Bruker Nanoscope Analysis software (Version.1.50sr3) was used throughout 

this study for processing AFM images, obtaining RMS roughness and Ra. The RMS 

roughness and Ra was calculated and averaged from 10 acquired images of identical scan 

size. Line by line flattening and 3rd order plane fitting were performed on each image 

prior to analysis. The 3rd order plane fitting calculates a third-order polynomial fit to the 

image in the x- and y-directions and subtracts the polynomial fit from the image, 

removing tilt and S-shaped bow 21. Thus, the 3rd order plane fitting removes the artifacts 

caused by the curvature of piezoelectric material, thermal drift, background vibration 

noise or lateral forces. Flattening removes the vertical offsets between scan lines through 

the calculation of a least-squares polynomial fit for a scan line, and the subtraction of the 

polynomial fit from original scan line.  

 

Theory 

Root-mean-square roughness (RMS) is defined as the root-mean-square average 

of height deviations from the mean elevation plane, calculated from the relative height of 

each pixel in the image 

ܵܯܴ = ට(
௭భ

మା௭మ
మା⋯ା௭ಿ

మ

ே
)                                                                        (1) 

 

where zi equals the deviation in height from the mean plane height and N equals the 

number of points measured (value equals to scan resolution). However, RMS is only 

sensitive to vertical signals and ignores horizontal structures. Fortunately, PSD functions 

evaluate surface roughness as the spread of height deviations from a mean plane, and the 
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lateral distribution/distance over which the height variation occurs. The PSD function is 

applied to the 3-dimensional AFM surface profile as 22: 
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where S2 denotes the 2-D isotropic PSD, L is the lateral scale of scanned surface, N is the 

1-D resolution for one direction (x or y), Zmn is the profile height at location (m, n), fx & fy 

are the spatial frequencies in the x- and y- directions and ΔL=L/N is the distance between 

two adjacent sampling points 23.  

 

This function is further translated into polar coordinates through spatial frequency 

and angular averaging (φ) 
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Therefore, the PSD function depends only on the frequency of the surface 

roughness and can be plotted as a 2-D representation. The density of data points in the 

PSD at a given spatial frequency region is greatly dependent on the scan size and 

sampling distance. When applying the PSD model, accuracy of the spectral analysis can 

be affected by the density of the data points, which artificially yields a short correlation 

length of roughness distribution. Geometrical averaging of PSD functions collected at 

different spatial frequencies can mitigate this issue. In this work, PSD functions of the 

same scan number (1st scan of 1 µm, 5 µm and 10 µm) were averaged as: 
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where M is the number of scans combined (e.g. M=3, in this study). In this work, the 

scanning is centered at the same area for each scan size.  PSD results (1 µm, 5 µm, 10 µm 

and combined) were then modelled using two different approaches in order to quantify 

the surface fractal dimension (D), Hurst exponent (H), and equivalent RMS roughness 

(σABC).  The fractal model was utilized to model the high frequency region (0.1 nm-1 to 

0.256 nm-1) while the k-correlation model was used to model the low-frequency region 

(0.001 nm-1 to 0.03 nm-1).  

 

The fractal model 24 is shown below: 
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where K is the spectral strength and s is the slope of logarithmic plots (PSD vs spatial 

frequency) . The fractal dimension, D, can be determined as 25, 26: 
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where s is defined as s=E+2H where E is the Euclidean dimension of the Fourier 

transform used (E=2), and H is the roughness scaling factor or Hurst exponent, which 

represents the logarithmic spatial increase of the saturated roughness: wsat∝LH or 

Δz∝ΔxH.  

 

From Eq.6, the fractal dimension (D) can be used to derive the Hurst exponent 

(H), through the relation 27, 28: 

 

ܪ = 3 −  (7)                                                                                             ܦ

 

The k-correlation, or ABC model, was also applied to the PSD function (Eq. 8) in 

order to further quantify the surface topography, as given by 29: 
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                                                                            (8) 

 

Experimental PSD profiles were fitted through this model to derive parameters A, 

B and C. The equivalent RMS roughness σABC can be then defined from these three 

parameters as follows: 
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Results and Discussion 

Figure A.1a-c displays representative AFM images of the TipCheck roughness 

standard captured at 1 µm, 5 µm and 10 µm scan scale, respectively. Consistency of 

image quality as well as image features was maintained, as the tapping drive frequency 

and amplitude were kept constant. Figure A.1a-c suggest the topographical feature of the 

roughness standard is homogeneous in terms of feature size and height of the positive 

relief features. Figure A.1b and A.1c shows stripe-like negative relief features with 

stripe-like shape, attributed to mechanical scratching possibly occurred during sample 

cleaning and handling. Figure A.1b and A.1c exhibits a larger spatial description of 

topography than the 1 µm scan as shown in Figure A.1a. Topographies obtained from 

larger scan scales results in a significant loss of image resolution (e.g. decrease from 

250,000 pixel2/µm2 of 1 µm scan to 2,500 pixel2/µm2 of 10 µm scan), and such loss of 

resolution is usually reflected by variations of roughness as a function of scan scale.  

However, the effect of scan scales, termed “scaling effect,” can be eliminated by the use 

of PSD analysis given the fact that the PSD is a function of distribution of height values 

and spatial frequencies (e.g. Eq 2). 

 

Figure A.1 Exemplary AFM images of TipCheck standard captured at a) 1 μm scan scale, 
b) 5 μm scan scale and c) 10 μm scan scale. 
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Figure A.2a-c shows the PSD profiles of 1 µm, 5 µm and 10 µm scans at different 

scanning cycles. Within each scan, the PSD profiles at different scan cycles overlap with 

no observable difference, indicating the quality of scan was well maintained. The spatial 

frequency of the “knee” of the PSD profiles is located at ~ 101 µm-1 for the 1 µm, 5 µm 

and 10 µm scans. The spatial frequency regions of the PSD profiles shrinks from 1 µm-

1~256 µm-1 to 0.1  µm-1~25.6 µm-1 after the scan size was increased from 1 µm to 10 µm, 

respectively. This increase of scan size results in an increased data density at the given 

frequency region (e.g. 0.1 to 25.6 µm-1), due to the fact that the numbers of data point 

remain the same. When applying the k-correlation model for obtaining the equivalent 

RMS and correlation length, the density of PSD profile data points near the “knee” is 

crucial for fitting accuracy. Therefore, maximizing the density of data (i.e. increase of the 

scan scale) at designated spatial frequencies is of great importance. However, in extreme 

cases k-correlation model fitting of a 40 µm scan PSD profile in the region of 0.025 µm-

1~6.40 µm-1 can hardly be performed given the limitations of the lateral scan size, 

possible artifacts and bending of cantilever arms due to abrupt changes of the z-axis. 

More importantly, longer wavelength scans can sacrifice the ability to quantify spatial 

distributions of roughness, which are obtained from short wavelength scans.  
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Figure A.2 PSD profiles of a) 1 μm scan scale, b) 5 μm scan scale and c) 10 μm scan 
scale at different scan cycles. 

Longer wavelength scans enable the fitting of the k-correlation model (the “knee” 

region) with a significantly higher data density. Short wavelength scan profiles are 

capable of defining the fractal geometrical parameters not achievable from large scale 

scans. Therefore, an accurate, complimentary and optimized fitting of the PSD profile 

must consist of signals from both short and long wavelength scans. The PSD plot shown 

in Fig A.3 is the result of overlapping (0.1 to 25.6 µm-1) scans from 1 µm, 5 µm and 10 

µm and then transforming into a combined PSD profile using product rule (e.g. Eq.4), as 

shown in Figure A.3b.  
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Figure A.3 PSD profile of a) 1st scan performed at 1 μm, 5 μm and 10 μm scan scale, b) 
algorithm combined 1st scan of 1 μm, 5 μm and 10 μm scan scale with k-correlation 

model fitting. 

To make direct comparisons between each scan size, the k-correlation derived 

roughness as well as the correlation length was used to fit PSD profiles in the spatial 

frequency region of 0.001 nm-1~0.0256 nm-1 as shown in Figure 4a-c. Additionally, the 

fractal model was used to model the 1 µm scan, in the spatial frequency region of 0.1 nm-

1~0.256 nm-1, and to extract the fractal dimension and Hurst exponent (Figure A.4a). 

Fitting coefficients for 1 µm scans are listed in Table A.1. As shown in Table A.1, fractal 

dimension values are in the range of 2.51~2.56 while Hurst exponents of 10 cycles of 1 

µm scans are in the range of 0.44~0.49; no direct relation was found between scan 

number and Hurst exponent. All Hurst exponents of all 1 µm scans are below 0.5, 

indicating the homogeneous spatial distribution of roughness; a Hurst value within the 

range of 0~0.5 indicates a spatial frequency series with continuous alternating features of 

high and low values (homogeneous distribution) while a Hurst exponent value between 

0.5 and 1 represents a spatial frequency series with positive autocorrelation, suggesting 

abrupt value changes (inhomogeneous distribution) 30, 31, 32. No observable trend of 
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correlation length (in the range of 68.5 nm ~ 125.9 nm) and equivalent RMS (10.1 nm ~ 

12.0 nm) as a function of scan number are identified, as shown in Table A.1. A deviation 

of 25.1 % of correlation length from the mean value (80.8 ± 20.3 nm) indicates a 

relatively large error due to the lack of data points at the spatial frequency of 0.001 nm-

1~0.0256 nm-1.  

 

Figure A.4 Exemplary fittings of 1st scan PSD profiles at a) 1 μm scan scale (fractal 
model and k-correlation model), b) 5 μm scan scale (k-correlation model) and c) 10 μm 

scan scale (k-correlation model). 

Tables A.2 and A.3 show the k-correlation fitting coefficients of the PSD spectra 

acquired at 5 µm and 10 µm scan size, respectively. The value of correlation length from 

5 µm and 10 µm scans show no observable trend as a function of scan number, and the 

value varies slightly (< 10%) with scan number. Equivalent RMS values of the 5 µm 

scans increases to a stable range between 11.1 and 11.2 nm after the first 3 scan cycles, 

and a deviation of 0.1 nm from the mean value is treated as a propagated error as 0.1 nm 

does not hold any physical significance (e.g. oxygen atom size=0.155 nm). 

 

However, an identifiable decrease of equivalent RMS roughness was found for 

the 10 µm scans after 10 scans (from 10.8 nm to 9.5 nm), which was concluded to be a 

result of contaminant agglomeration on the tip as evidenced by SEM (not shown here). 
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Agglomeration of contaminants was only found on the tip used for 10 µm scans. After 

increasing the scan scale to 10 µm, the correlation length was significantly lowered to 

42.0 ~ 57.7 nm. As mentioned earlier, fluctuation of signals obtained at larger scan scales 

is likely responsible for the decrease in correlation length. 

 

As proposed, combined PSD profiles from all 3 different scan sizes can greatly 

increase the data density of PSD profiles near the low frequency “knee” region, and thus 

the correlation length at a given spatial frequency region can be increased. An increased 

correlation length indicates a more stabilized roughness value and homogeneity of 

distribution at a given spatial frequency region.  This results in an accurate roughness 

evaluation. As shown in Table A.4, the correlation length of the combined PSD profiles 

(198.8 nm ~ 292.6 nm) is significantly higher than that of PSD profiles from other scan 

sizes (10 µm: 42.0 nm~ 57.7 nm; 5 µm: 128.5 nm ~ 143.3 nm; 1 µm: 68.5 nm ~ 125.9 

nm).  This is additional evidence that increasing the density of data in PSD profiles at the 

low frequency regions can enhance the correlation length. Equivalent RMS of 10 scan 

cycles from combined PSD profiles is 13.2±0.3 nm (or with 1.9% roughness deviation) 

and can be considered as equivalent in value. Equivalent PSD profile combination 

methods have been applied by various authors 23, 33 for ease in k-correlation model fitting; 

however, these reports did not show the increase in correlation length or discuss the 

physical meanings behind the combination algorithm.  

 

In order to verify the consistency between each type of roughness value, 

roughness values gathered from the k-correlation model fitting of the PSDs and root-
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mean-square (RMS) were compared by the Table A.1 through A.4. The equivalent RMS 

follows the changing trend of apparent RMS and average roughness as a function of 

scanning cycles (e.g. Table 1 through 4). Such relationship between equivalent RMS, 

apparent RMS and average roughness is also well reported elsewhere 34.  

 Conclusions 

            In this work, a method to enhance the spatial correlation length resulting in 

roughness measurements with improved accuracy was shown. The approach involves 

increasing the density of PSD profiles in the frequency region of 0.001 nm-1 to 0.03 nm-1, 

resulting in a more complete description of the vertical and spatial distribution of 

roughness of a surface. In order to increase the PSD profile density over this region, 

product rule combination was used for different scan sizes in overlapped spatial 

frequency regions. The variation of equivalent RMS as a function of scanning cycles 

follows the variations observed for RMS roughness at all measured scan scales. Thus, the 

equivalent RMS (with an enhanced spatial correlation length) is more definitive in 

describing surface roughness as well as the variations of surface roughness.   
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Table A.1 Fitting Coefficients of PSD Spectra of 1 µm Scans 

# of 

scan 

 

Fractal Model  k-Correlation Model  

D H  A (105nm) B (nm) C Equivalent RMS 

(nm) 

Apparent RMS (nm) 

1st  2.52 0.48  63.8 89.92 4.96 11.11 8.89 

2nd  2.55 0.45  83.1 118.24 3.82 11.44 8.79 

3rd   2.55 0.45  76.7 86.21 5.47 11.96 9.66 

4th  2.54 0.46  75.9 85.66 5.87 11.48 9.08 

5th  2.51 0.49  73.7 98.26 4.75 11.23 8.85 

6th  2.54 0.46  50.3 77.81 5.91 10.24 8.56 

7th  2.55 0.45  63.4 68.49 8.43 10.62 8.61 

8th  2.53 0.47  97.8 125.86 3.96 11.38 8.57 

9th  2.53 0.47  61.3 72.85 7.56 10.45 8.44 

10th  2.56 0.44  55.9 64.38 9.22 10.09 8.10 
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Table A.2 Fitting Coefficients of PSD Spectra of 5 µm Scans 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

# of scan  k-Correlation Model 
 A (105nm) B (nm) C Equivalent RMS (nm) 

1st Scan 
 

 97 129.51 4.37 10.32 

2nd Scan 
 

 115 137.74 4.21 10.84 

3rd Scan 
 

 120 141.39 4.10 10.97 

4th Scan 
 

 125 139.92 4.19 11.13 

5th Scan 
 

 127 143.25 4.10 11.13 

6th Scan 
 

 121 134.64 4.31 11.17 

7th Scan 
 

 126 140.08 4.18 11.17 

8th Scan 
 

 128 140.52 4.19 11.21 

9th Scan 
 

 115 128.55 4.44 11.18 

10th Scan 
 

 116 128.51 4.47 11.20 
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Table A.3 Fitting Coefficients of PSD Spectra of 10 µm Scans 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

# of scan  k-Correlation Model 
 A (105nm) B (nm) C Equivalent RMS (nm) 

1st Scan 
 

 49.5 57.65 8.92 10.80 

2nd Scan 
 

 47.4 55.03 9.94 10.42 

3rd Scan 
 

 40.3 46.98 12.27 10.03 

4th Scan 
 

 42.4 51.03 11.26 9.92 

5th Scan 
 

 37.9 44.04 13.51 9.84 

6th Scan 
 

 43.4 52.29 11.07 9.88 

7th Scan 
 

 35.9 41.99 14.91 9.53 

8th Scan 
 

 43.3 54.69 10.65 9.65 

9th Scan 
 

 36.3 44.26 14.08 9.38 

10th Scan 
 

 42.9 54.56 10.85 9.52 



169 

Table A.4 Fitting Coefficients of Combined PSD Spectra 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

# of scan  k-Correlation Model 
 A (105nm) B (nm) C Equivalent RMS (nm) 

1st Scan 
 

 185 198.81 2.84 12.56 

2nd Scan 
 

 213 223.19 2.58 12.97 

3rd Scan 
 

 206 218.39 2.49 13.42 

4th Scan 
 

 228 243.31 2.32 13.48 

5th Scan 
 

 215 240.22 2.30 13.32 

6th Scan 
 

 245 255.01 2.35 13.17 

7th Scan 
 

 246 264.14 2.25 13.23 

8th Scan 
 

 264 263.62 2.35 13.19 

9th Scan 
 

 262 282.23 2.18 13.14 

10th Scan 
 

 261 292.61 2.10 13.10 
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APPENDIX B. AFM IMAGES AND XPS DEPTH PROFILES OF 

CORRODED ISG MELT SURFACES AND POLISHED SURFACES 

Materials and Methods 

Glasses used in this study were commercially melted by Mo-Sci Corporation, 

with melting procedures documented in detail in Chapter I and briefly described here. 

The ISG glasses were batched and melted to yield a nominal weight% composition of 

56.2 % SiO2, 17.3 % B2O3, 12.2 % Na2O, 6.1 Al2O3, 5.0 % CaO and 2.8 % ZrO2.  Initial 

batch melting was performed in a platinum-rhodium crucible in an electric oven at 1300 

oC for 4 hours. The initial batch of ISG glass was water-quenched, the resultant glass frits 

& cullet were re-melted twice under the same conditions. The final batch of melted glass 

was poured into graphite molds to form ingots. The ingots were annealed near Tg at 569 

oC for 6 hours and cooled to room temperature at a rate of 50 oC per hour. Bulk glass 

composition was determined by spectrochemical analyses, based on LiBO2 fusion 

techniques followed by analyte determination using a Perkin-Elmer Optima 5300 

inductively coupled plasma atomic emission spectroscopy (ICP-AES).  

The ISG glass was cut with a 5 inch Buehler diamond saw blade to 1.0 cm  1.0 

cm  0.2cm. Compositional equivalent polish and melt ISG glass surfaces were prepared 

by sequentially polishing and heat treatment respectively, details regarding both surface 

finishing techniques were discussed in Chapter I. Pulverized melt and polish surface are 

confirmed to be X-ray amorphous by powder diffraction. All prepared melt surfaces and 

polish surfaces were kept in vacuum desiccator prior to any analysis or experiments. 

Corrosion experiments were carried out in a static setup using HDPE wide mouth bottles 
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(Nalgene) at room temperature (~25 oC). The areas of melt surfaces and polish surfaces 

used in the leaching experiment were calibrated using CAD SA database with an error < 

1%. Static corrosion experiment were carried out for 8 time spans (1 day, 3 days, 5 days, 

10 days, 15 days, 25 days, 37 days and 45 days) at a glass surface-area-to-solution 

volume (SA/V) ratio of 10 m-1 and with two imposed solutions (3±0.02, de-ionized water). 

The pH 3 solutions were diluted from 1 M HCl solution. pH value of solutions were 

measured upon ending of each time span. Two identical samples (melt surface or polish, 

top surface) were placed in the reacting bottles with the bottoms of glass surfaces covered 

with 3M diagnostic tape in order to avoid the misleading results from reaction of bottom 

surface. Bottles were kept static without stirring during leaching experiments, and the 

bottle caps were sealed with Parafilm. Acquired solutions for each time span were filtered 

with Millipore non-sterile PTFE membrane solution filter (pore size=0.2 µm) prior to 

solutions analysis. In addition, air-fractured pristine ISG glass were reacted in identical 

HCl solutions used in this study to confirm the features found on melt surfaces are not 

introduced by heat treatment.  

Surface morphology of corroded glass surfaces was imaged and quantified using a 

Digital Instruments Nanoscope Dimension 3100 multimode atomic force microscope 

(AFM) equipped with Ar/N2 gas floating table in Tapping Mode ®. Antimony doped 

silicon probes (Bruker TESP, cantilever length of 125 µm) with nominal tip radius of 

curvature of 8nm, nominal spring constant of 42 N/m and resonance frequency range of 

~230-410 KHz was used for all measurements. Images were taken with a scanning rate of 

1.0 Hz and resolution of 512 pixels  512 pixels. Qualitative tip size and shape 

calibration was performed periodically during measurements using a commercially 
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available standard (Ted Pella Product No. TCI-BudgetSensor TipCheck). Multiple (10 - 1 

µm  1 µm scans & 2 - 10 µm  10 µm scans) scans were taken of each sample at 

different locations on the surface to ensure a large-scale spatial averaging of roughness. 

Quantitative sputter profiling was performed on unreacted and reacted samples of 

particular interests using a Kratos Analytical Axis Ultra X-ray photoelectron 

spectrometer (XPS). The analysis area of all sputter profiles performed is adjusted to 200 

µm in diameter to yield a sputter rate of 1 Å/s. In order to compensate the weak signal 

caused by relatively small analysis area, the pass energy was adjusted to 80 eV. The 

sputter rate of the resultant glass surfaces was calibrated using a SiO2 film on Si wafer of 

known thickness. Relative sensitivity factors of all elements (RSFSi=1, RSFAl=0.59, 

RSFB=0.50, RSFZr=7.87, RSFNa=5.08, RSFCa=5.39 and RSFO=2.22) in sputter profiles 

were derived from 80 eV pass energy XPS scans of fresh air-fractured pristine ISG glass 

surface. 

XPS data qualitative and quantitative analyses were perform on PHI MultiPak 

V8.0 software, peak position was shifted/calibrated using C1s peak with the peak position 

at 284.60 eV. Areas of sputter profile XPS peaks were fitted by the Shirley-model after 

automated background subtraction.  
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AFM Images of Corroded Glass Surfaces 

 

Figure B.1 Atomic force micrographs in 1 μm X 1 μm of ISG glass a) melt surface 
reacted in acid for 25 days, b) melt surface reacted in neutral for 45 days and c) pristine 

fracture surface reacted in acid for 15 days; all presented micrographs show clearly 
identified pits. 

 

 

Figure B.2 Atomic force micrograph of a) polished ISG glass surface reacted in acid for 
45 days and b) polished ISG glass surface reacted in neutral for 45 days. 
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XPS Depth Profiles 

 

 

 

Figure B.3 XPS depth profiling of (a) unreacted melt ISG glass surface, (b) melt ISG 
glass surface reacted in acid for 15 days, (c) melt ISG glass surface reacted in DI-water 

for 15 days, (d) melt ISG glass surface reacted in acid for 45 days and (e) melt ISG glass 
surface reacted in DI-water for 45 days. 
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Figure B.4 XPS depth profiling of (a) unreacted polished ISG glass surface, (b) polished 
ISG glass surface reacted in acid for 15 days, (c) polished ISG glass surface reacted in 
DI-water for 15 days, (d) polished ISG glass surface reacted in acid for 45 days and (e) 

polished ISG glass surface reacted in DI-water for 45 days. 
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APPENDIX C. DETAILED CHEMICAL COMPOSITION OF 

REACTED ALUMINOBOROSILICATE GLASS SURFACES IN 

CHAPTER III 

Table C.1 Chemical Composition of Reacted Glass Surfaces in Buffered pH2 Solution 

 

Table C.2 Chemical Composition of Reacted Glass Surfaces in Buffered pH7 Solution 

 

Table C.3 Chemical Composition of Reacted Glass Surfaces in Buffered pH10 Solution 

 

 

Element Bulk 0 hour 24 hours 48 hours 72 hours 96 hours 120 hours 144 hours 168 hours 480 hours 720 hours 960 hours

O 57.9 64.0 66.3 68.6 69.3 66.8 68.1 67.4 68.7 67.8 68.6 69.0

Ca 2.8 4.1 1.0 0.4 0.4 1.0 0.1 0.1 0.1 0.9 0.1 0.7
Na 11.2 6.6 0.9 0.7 0.3 1.2 0.4 0.4 0.3 0.7 0.5 0.2
K 0.5 2.1 2.1 1.6 1.5 1.6 0.6 0.8 0.8 0.9 0.5 1.1

Mg 1.2 2.1 0.8 0.3 0.3 0.6 0.2 0.0 0.0 0.0 0.0 0.0
Al 2.1 2.4 1.7 1.3 1.1 1.2 1.1 1.0 0.8 1.2 1.0 0.0
B 4.8 1.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Si 19.4 17.2 27.2 27.2 27.1 27.7 29.6 30.3 29.1 28.6 29.3 29.0

Glass coupon reacted in pH=2 solution

Element Bulk 0 hour 24 hours 36 hours 48 hours 60 hours 72 hours 84 hours 96 hours 480 hours 720 hours 960 hours

O 57.9 64.0 68.2 68.1 66.9 68.8 70.7 68.6 68.2 65.9 65.7 71.2

Ca 2.8 4.1 2.0 1.7 1.6 1.8 1.8 1.7 1.7 1.3 2.0 2.1
Na 11.2 6.6 0.5 0.3 0.0 0.0 0.0 0.0 0.0 0.6 0.3 0.2
K 0.5 2.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.4 0.0 0.0

Mg 1.2 2.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Al 2.1 2.4 5.0 4.9 5.8 5.6 5.0 5.6 5.1 7.4 15.5 14.8
B 4.8 1.5 0.7 0.6 1.3 1.1 0.8 0.0 0.0 0.0 0.0 1.0
Si 19.4 17.2 23.6 24.1 23.7 22.4 21.4 23.8 24.7 24.4 16.5 10.8

Glass coupon reacted in pH=7 solution

Element Bulk 0 hour 2 hours 4 hours 8 hours 12 hours 16 hours 20 hours 24 hours 120 hours168 hours216 hours

O 57.9 64.0 62.5 62.6 62.1 62.7 62.3 62.5 62.4 62.6 62.5 62.2

Ca 2.8 4.1 2.5 2.4 2.9 3.1 3.1 3.3 2.7 3.1 3.0 2.9
Na 11.2 6.6 4.9 4.7 4.7 4.6 4.6 4.9 4.5 4.5 4.3 4.7
K 0.5 2.1 1.8 2.2 1.8 1.4 1.5 1.3 1.9 1.8 1.9 2.1

Mg 1.2 2.1 1.8 2.0 1.8 1.9 1.4 1.7 1.4 1.7 1.8 1.7
Al 2.1 2.4 2.7 3.1 3.3 3.0 3.2 2.6 2.6 3.0 3.1 2.8
B 4.8 1.5 2.8 2.0 2.6 2.4 2.5 2.5 2.7 2.4 2.6 2.3
Si 19.4 17.2 21.0 21.0 20.8 20.9 21.3 21.2 21.8 20.9 20.8 21.3

Element 240 hours360 hours480 hours720 hours960 hours

O 62.3 62.8 62.3 63.2 62.1

Ca 2.9 2.3 2.7 3.2 3.5
Na 4.5 4.9 5.0 4.8 4.1
K 2.2 1.4 1.6 1.6 1.8

Mg 2.1 1.9 1.5 1.2 1.0
Al 3.1 2.6 2.8 2.8 3.5
B 2.2 2.4 3.1 3.2 4.6
Si 20.7 21.7 21.0 19.9 19.3

Glass coupon reacted in pH=10 solution
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APPENDIX D. FITTED PARAMETERS OF XRR/XDS CURVES 

 

Table D.1 Summary of Fitted Parameters of XRR/XDS Curves of SLS Glass Samples 

 

 

Table D.2 Summary of Fitted Parameters of XRR/XDS Curves of D263 Glass Samples 

 

 

Value Error Value Error Value Error

0 hour Sub NA NA 0.89 0.05 2.43 0.01

#1 2.75 0.82 3.59 0.18 2.33 0.10

Sub NA NA 0.62 0.01 2.43 0.01

#1 4.07 0.89 4.97 0.42 2.28 0.03

Sub NA NA 0.75 0.10 2.44 0.01

#1 5.02 1.23 6.39 0.21 2.24 0.02

Sub NA NA 0.78 0.10 2.49 0.00

#1 10.31 0.89 8.01 0.11 2.17 0.06

Sub NA NA 0.71 0.10 2.44 0.04

#1 15.7 0.4 10.49 0.11 2.22 0.01

Sub NA NA 0.82 0.01 2.49 0.00

#2 1.21 0.15 1.49 0.37 2.65 0.00

#1 16.48 1.83 14.26 0.57 1.99 0.01
Sub NA NA 4.70 0.37 2.50 0.00

#2 1.99 0.14 1.69 0.35 2.62 0.02

#1 17.29 1.91 14.14 0.33 1.90 0.06
Sub NA NA 7.80 0.23 2.51 0.00

#2 2.51 0.12 1.66 0.56 2.69 0.05

#1 18.55 1.70 14.40 0.62 1.95 0.03
Sub NA NA 10.10 0.01 2.58 0.00

Thickness (nm) RMS (nm) Density (g/cm3)

Summary of XRR/XDS Fitted Parameters (SLS Glass)

200 hours

250 hours

Sample Layer

1 hour

5 hours

10 hours

50 hours

100 hours

150 hours

Value Error Value Error Value Error

0 hour Sub NA NA 1.50 0.04 2.53 0.00

#1 2.52 1.39 1.75 0.06 2.03 0.01

Sub NA NA 1.27 0.24 2.46 0.00

#1 2.95 0.79 2.71 0.07 2.03 0.02

Sub NA NA 1.41 0.08 2.46 0.00

#1 3.91 1.56 5.18 0.16 2.03 0.02

Sub NA NA 1.34 0.12 2.55 0.08

#1 8.31 0.47 7.12 1.14 2.05 0.01

Sub NA NA 1.47 0.35 2.47 0.00

#1 13.96 0.78 13.87 0.81 2.02 0.01

Sub NA NA 1.51 0.04 2.50 0.00

150 hours #1 22.91 0.59 15.44 0.11 2.00 0.03

Sub NA NA 1.68 0.30 2.49 0.00
200 hours #1 30.01 1.32 15.77 0.23 1.98 0.05

Sub NA NA 1.58 0.23 2.52 0.00

#2 3.63 1.26 1.48 0.13 2.78 0.04
#1 31.68 2.73 15.89 0.12 2.00 0.01

Sub NA NA 7.90 2.32 2.58 0.02
250 hours

1 hour

5 hours

10 hours

50 hours

100 hours

Sample Layer
Thickness (nm) RMS (nm) Density (g/cm

3)

Summary of XRR/XDS Fitted Parameters (D263 Glass)




