THE INTERACTION OF DNA WITH NANO-STRUCTURED BETA-

GALLIA RUTILE INTERGROWTHS

BY

NATHAN H. EMPIE

A THESIS
SUBMITTED TO THE FACULTY OF

ALFRED UNIVERSITY

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF

DOCTOR OF PHILOSOPHY
IN

MATERIALS SCIENCE & ENGINEERING

ALFRED, NEW Y ORK

OCTOBER, 2006



Alfred University theses are copyright protected and
may be used for education or personal research only.
Reproduction or distribution in part or whole is

prohibited without written permission from the author.



THE INTERACTION OF DNA WITH NANO-STRUCTURED BETA-
GALLIA RUTILE INTERGROWTHS

BY
NATHAN H. EMPIE
B.S. ALFRED UNIVERSITY (2002)

SIGNATURE OF AUTHOR (Signature on file)

APPROVED BY (Signature on file)
DOREEN D. EDWARDS, ADVISOR

(Signature on file)
ALASTAIR N. CORMACK, ADVISORY COMMITTEE

(Signature on file)
ALEXIS G. CLARE, ADVISORY COMMITTEE

(Signature on file)
MATTHEW M. HALL, ADVISORY COMMITTEE

(Signature on file)
DOREEN D. EDWARDS, CHAIR, ORAL THESIS DEFENSE

ACCEPTED BY (Signature on file)
ALASTAIR N. CORMACK, DEAN
KAZUO INAMORI SCHOOL OF ENGINEERING

ACCEPTED BY (Signature on file)
WILLIAM M. HALL, ASSOCIATE PROVOST
FOR GRADUATE AND PROFESSIONAL PROGRAMS
ALFRED UNIVERSITY




ACKNOWLEDGMENTS

| would like to thank Dr. Edwards for her help apddance throughout the course of this
study, as well as the input and feedback of my ctiteenmembers. Special thanks to
Carrie, my family, and my friends for understandihg times when | couldn’t be there,
and truly making the most of the times when | widditional thanks to my co-workers,
the faculty, and supporting staff here at Alfreduénsity. This research has been
supported by the National Science Foundation (DNdB3B90) and the National Defense
Science and Engineering Fellowship.



TABLE OF CONTENTS

Page
ACKNOWLEDGMENTS ... e s i
TABLE OF CONTENTS. ...ttt e e e e e nnnaraeae e iv
LIST OF TABLES ... e e e e e eaes Vi
LIST OF FIGURES ......ciii ittt ettt ettt e e a e e e snrnneeeaeean viii
1 INTRODUGCTION ...ttt ese s ae e s st neesesnens 1
1.1 REFEIENCES ... .ot et e e e e e e e e e e e 6
2 BACK GROUND.......cctiiiciitereeee ettt st ss e neesesbessenenne e 7
2.1 Nano-Devices Based on Deoxyribonucleic ACId..............cccveiiiiiiiiiineeeennn. 7
2.2 Atomic Force Microscopy Of DNA 0N MiCa ....cccecviiiiiiiiiiiiiiiiiieieeeeeeeeeeee 17
2.3 Beta-Gallia Rutile Intergrowths ... oo, 23
P = (=T (= o =T U PPPRT 27
3 PHASE STABILITY AND STRUCTURE OF ALKALI DOPED
BETA-GALLIA RUTILE INTERGROWTHS......coiereveeecse e, 35
0 0 A 1oV 0 To [ 8 o 1o PR 35
3.2 Experimental MethodsS .........ooooiiiiiiiiccee e 40
3.3 Simulation MethodsS ............uuuiiiiiiii e 40
3.4 ReSUIts and DISCUSSIONS ...........ccoes o e eeeeeeeaennnnnnasssaeeeeeeeaeeeeeeeeennnees 43
3.4.1 PhasSeE @NaAlYSIS .....uuuuuuuiiiiiii et e e e e e e e e e e aeeeeee s 43
3.4.2Computer simulations Of &8y xT11-x08....vveveerrrerriiiiiiaeee e eeeeeeeeiiieens 48
3.4.3 Computer simulations of Néay gTi1 2010 and
N E Y =TI L O LT T 56
3.5 CONCIUSIONS ...ceiiiiiiiiieee ettt a e e 61
I SR B = (=] (= o = PSR PPPRT 62
4 AN ATOMIC FORCE MICROSCOPY STUDY OF THE
INTERACTION OF DNA AND NANO-STRUCTURED BETA-
L7 I I N o O N I I R 64
3 R [ 01 Yo [ T 1 [ o T 64
4.2 Experimental ProCeAUIE..........ooiiiiiicecceee e e e e e eeeeees 66
4.3 ReSUltsS and DISCUSSION........uuuuuuuiieeiiaea e e e e e e e e e e eeeeeeeeebaeneneas 68
4.3.1 Beta-gallia rutile Synthesis............ccceoiviiiiieiiiccc e 68
4.3.2 DNA attachment StUdIES ........cooo o 74



4.4 CONCIUSIONS et 84

4.5 REIEIENCES ...t ettt a e 86
THE ATTACHMENT OF DNA TO BETA-GALLIA RUTILE
SURFACESASA FUNCTION OF DNA SOLUTION AGE .....ccocevveevieene 89
00 R [ 0o o 18 [ox [0 o OO PUUUTRTRUPRRPPPPPR 89
5.2 Experimental ProCedUre..........oooo oo 93
5.2.1 Synthesis of beta-gallia rutile SUDStrateS..........ccoovviiiiiiiiiiiiei e, 93
2 N oV 14 F- Vo 11 o PRSI 93
5.2.3 DNA solution preparation..............cecceeeeeeeeeeeeeeeeeeeieiiiiiinnn s 93
5.2.4 Reporting bound DNA cONCENtration ... «eeeeeeiieeieeeeeeeeeeeseeenennnns 94
5.2.5 Gel eleCtropnoresIiS.........oooo oot ceeeeee e 94
5.3 ReSUItS and DISCUSSION ......cccuiiiiiiieeeeeeee e et e e e e e e e e e e e 94
5.3.1 AFM results and diSCUSSION ..........ceemmmmeiiiiieiieeeeeieeieeeeeeiiiiii. 49
5.3.2 AFM results and diSCUSSION ........cicccccviiiiiiiiiiiiiiiiieeeeeeee e 7.9
0 o] g [od (1] o] o 1R 106
5.5 RETEIENCES ..ot 109
DNA ATTACHMENT TO BETA-GALLIA RUTILE SURFACES
ASA FUNCTION OF DIVALENT CATIONIC CONCENTRATION......... 112
(00 R [ 0 o o [8 [ox [0 o U PPRUPRTRPPP 112
6.2 Experimental ProCeduUre..........coooiiii e e e 115
6.2.1 Substrate SYNtNESIS ..............uetimmmmmmme e 115
6.2.2 DNA Preparation.............cceeeeees s eeaeensnnnsssseaseeeeaseessesesssssssnnnns 116
6.2.3 AFM IMAQGING ... it 116
6.2.4 Degree of binding preference.........cccccccceeiiieeiie e, 116
6.3 ReSUItS and DiSCUSSION ......uuuuiiiiiiieeeeeee e 117
6.3.1 Strength of attachment ............ooo i, 127
6.4 CONCIUSION.....coiiiiiiiiii ittt e e e e e e e s nnnes 132
IR R U= (=T =] o] 133
SUMMARY AND CONCLUSION.....ccoiie et 137
7.1 FULUIre DIrCHONS. ....ciii i e e eeii et ceeeee ettt e e e e e e e e e e e e e e e e e eeeeaee e nnnnasnnnes 139
7.1.1 BGR SUDSIIAte .....ccvviiiiiiiiiiees ettt et e e e e e e e e e e e e e e e s s seeeeeneeeeas 139
7.1.2 DNA PrepParation.........ccoeeeiiiisssmmmmm s iiisissseeeeeee et eeeeaeaeeeeeaeaesnnns 140
7.1.2 Binding MEChaNISM.......coiiiiiii e 140



7.1 References

Vi



LIST OF TABLES

Page
Table 3.I. Known Alkali Gallium Titanium OxidehBses with One-dimensional
TUNNEIS. . e e e e e e e e e e e e et ee e et b bbebb s nnnannnnnes 38
Table 3.1l. Potential Parameters used in thiSlBi..............uiiiiiiiiiiiieeeeeeeeeeeeeeeee, 42
Table 3.1ll. Phase Analyses of Samples Preparédd @8y xTi1-xOg......ccuuuiiiiiiiieeeeennnn. 44
Table 3.IV. Phase Analyses of Samples Prepar®h@Bas:y Ti2.yO10....cvvverrvverernennen. 45

Table 3.V. Structural Parameters and Lattice Enefdya TiOg and
A0 TG 7T10.3008 1o oo et ettt 49

Table 3.VI. Minimized Lattice Energies of Obsenastl Component Oxides.............. 50

Table 3.VIl. Comparison of the Lattice of EnergyGd,TiOg to Compositionally

EquIvalent MIXTUIES ........cooiiiiiiiiieeeeteeeeee s e e eeeeeeeees 50
Table 3.VIIl.Structural Parameters and Lattice ggesf Ao sGaugTiz 2010.ccceeeeeeeeeeennn. 57
Table 3.IX. Structural Parameters and Latticergnef Ao sGau gTi2 2012 uueeuieennnnn. 58
Table 4.I.  Summary of DNA Attachment to BGR{80eS............ccovvvvvvviviviiiiieennn. 75
Table 4.1.  Summary of DNA Attachment to BiQurfaces............cccceeeevivviiiiiiiieennnnn, 76

Vil



Figure 1.1.

Figure 1.2.

Figure 2.1.

Figure 2.2.

Figure 2.3.

Figure 2.4.

Figure 2.5.

Figure 2.6.

Figure 2.7.
Figure 2.8.
Figure 2.9.
Figure 2.10.
Figure 2.11.

Figure 3.1.

LIST OF FIGURES

Polyhedral models of a) the surfacgcstire of an n=25 BGR
intergrowth; b) the (001) cleavage surface of mugeanica............

Schematic of DNA binding to divaleations occupying BGR

INtergrowth tUNNEl SItES. .. ..uuuie e

Image of DNA double helix structure..............cccovvvviiiiiiiiicinnnnn.

Diagram of deoxyribose sugar and cotiimg phosphate groups of

The DINA STTUCTUIE. . et e e e e e e e eenaens

Diagram of complementary nitrogenioase binding in DNA
structure. a) A = adenine to T = thymine. b) Guanine to
C = cytosine. c) Diagram of a hybridized DNA chaiith
complementary bases bound via hydrogen bonds.......................

Schematic diagram of molecular sedkatbly of nanopatrticles......

Schematic diagram of a “DNA junctidatrmed from four partially
complementary SSDNA molecules..............oceeeeeeiiviiiiiviiiiiniinennn.

Schematic diagram of: a) “Dip-pen riginography” process to
pattern molecularly active “inks” on non-adsorbsupstrates..........

a) Polyhedral model of the layeredditire of muscovite mica.......

a) Polyhedral model of the (001) céeperplane of muscovite mica

Polyhedral model of a) the (010) plahketa-gallia.. ......................

Polyhedral model of the (010) plaharon=9 BGR (Gali50s). .......

Diagram of BGR {210htergrowth boundary orientation ...................

B-axis projection of BGR-derive@d@8y.xTin-4-xO2n-2 Structures .......

viii

........ 4

....... 9

...... 25

26



Figure 3.2.
Figure 3.3.

Figure 3.4.

Figure 3.5.

Figure 3.6.

Figure 4.1.

Figure 4.2.

B-axis projection of reportegd@eyxTin-4-xO2n-2 StTUCTUIES ......ovvvvnniiennnnn. 39
Prepared compositions in relationshipompatibility triangles................ 46

Calculated (minimized) lattice enesgi BGR-derived structure,
observed phase mixture, and component oxide misii@function
Of X |n LixGa4+xTi1.X08. .......................................................................... 52

Calculated (minimized) lattice enesgi BGR-derived structure,
observed phase mixture, and component oxide misii@function
OF X 1N NBGB11xT11x08. +vvvvvrrriiieieiiiiiiee e 53

Calculated (minimized) lattice energies of BGR-ded structure,
observed phase mixture, and component oxide misii@function
Of X |n KxGa4+xTi1.X08 ............................................................................. 55

Projection of the R-gallia rutile (Ba104g) structure along [001] of
the parent rutile structure, after Ref. [24]. oo, 67

AFM height images (10 x i) of a) bare single crystal [001]

TiO2 (Z raNGE: 100 NIt e e e e e e e e e e e e e s s r e e e e e e e e e eeeeeas 69

Figure 4.3.

Figure 4.4.

Figure 4.5.

Figure 4.6.

Figure 4.7.

Figure 4.8.

a) SEM micrograph of BGR surface, dm)dAuger electron
spectroscopy overlay Of (8).......cccoeeeeiiiiiiiieee e 71

Preferential alignment of intergrowtiundaries observed in: a)
AFM height image (10 x 10m) of BGR fired at 1356C for 96
hours (z range: 100 NIM) .....uiiiiii e e e e e e e e e e e e e e e e e eeeeeaaanaans 72

Relative line density as a functiomeéting time. Sample B was
heated at 1358C.. ........ooiiiie et 73

AFM height image (1 xuIn, z range: 10 nm) of DNA molecules
bound t0 @ BGR SUIMACE.. .....ccoii it 7.7

a) AFM height image (50 x p, z range: 300 nm) of the edge of a
buffer coating on a BGR SUIMACE. ............ o e eeeeeiieeeeieeiiie e 79

AFM images (1 xdm) of DNA attached to BGR surfaces in the
presence of a) Co (1) (phase image, z rang®..35........ccccceeveeieecreeennen, 80



Figure 4.9.

AFM image (1 x dm) of DNA attached to a [001]-oriented single
crystal TiQ surface in the presence of Ni (Il) (height imageange:
T 01 1 1) PO PP PPPUPPPPPPPP 81

Figure 4.10. A comparison of the density of DNifaehed to{210} intergrowths

Figure 5.1.

Figure 5.2.

Figure 5.3.

Figure 5.4.

Figure 5.5.

Figure 5.6.

Figure 5.7.

Figure 5.8.

Figure 5.9.

(solid bars) to the density of DNA observed aloagdom lines
along the surface of BGR substrates (dashed bardjfferent
0[NV =1 1= o | A= Ao R 83

a) AFM phase image (1.75 x 1uif z-range: 1% demonstrating
the preferential attachment of DNA along {210}tergrowth
boundaries of a BGR SUMaCE.............ouuvuiiiiiiiiiieeeeeeeeeeeeeeeeie 90

a) AFM image (1.2 x 1u#n, z-range: 10 nm) of a bare BGR surface. 92

Average linear DNA density along {21®jtergrowth boundaries as
a function of DNA SOIULION AQe. .......uiiiiiieeeeiiiree e e e e 95

AFM scans (1.5 x 1udn, z-scale 10 nm) of BGR surfaces exposed
to DNA solutions containing additions of 1 mM Ce@t a buffer
age of: @) 1 day, and b) 42 days...........oooviiiiiiiiiiiiii e 96

Average degree of DNA preference i@}, intergrowth
boundaries as a function of DNA solution age..........ccccevvvvvvvvvciiienneennn. 98

Average linear DNA density along {21®tergrowth boundaries as
a function of DNA solution (containing 1 mM Mglage..........cccccvvvvneee. 99

AFM image (2 x @m scan, z-scale: 8 nm), post rinsing, of a freshly
prepared DNA solution containing 5 mM MgGried to a BGR
K10 | = (o =SOSR 100

Electrophoresis gel of new and aged3blutions containing
additions Of MGG .. ... 101

Electrophoresis gel of new and agedB3blutions containing
=T (0 11 T0T 0 ES3 0 1N USSR 102

Figure 5.10. AFM scans (1.5 x luf, z-scale 18 nm) of BGR surfaces exposed

to freshly prepared DNA solutions containing adfis of: a) 0.5
MM NiCl2. b) 5.0 MM NICh. ...oeiiiiiiiiiiiiie e 105



Figure 5.11. AFM scan (5 x@n, z-scale 30 nm, 78 day-old buffer) of a BGR
surface exposed to a DNA solution containing thaitaxh of 0.5
MM COCh.. et e e e e e s 107

Figure 6.1. a) AFM image (1.5 x 1ufn, z-scale: 1um) of a bare BGR surface.
The bright line running left to right is a (21@tergrowth boundary....... 114

Figure 6.2 Average linear DNA densities as a fiamcof cation species and
(or= 110l gl oo ] aTot=T o] = [0 ] o I 118

Figure 6.3. AFM images (3 x;8n, z scale: 30nm) of: a) A BGR surface
exposed to a DNA solution containing 1 mM ZACl..........cccceeeveeeeeenn. 120

Figure 6.4. A schematic of a DNA solution droglgtey) drying on a BGR
S0 = Vo] = TP 211

Figure 6.5. Average degree of DNA preference &i(}, intergrowth
boundaries on BGR surfaces as a function of cafacies and
(o0] aToT=T o1 =1 (o] o AR PP 123

Figure 6.6. Average linear DNA density along {21Bpundaries as a function
of cation concentration and cation SPECIES.........cccovvvviviiiiiiiiiiririiineee 124

Figure 6.7. AFM images (1.5 x 1ufn, z-range: 15 nm) of BGR surfaces
exposed to DNA solutions containing additions ¢f0& mM ZnC}
b) 1.0mM ZnCi ) 5.0 MM ZNCl....ooooiiiiiiiiie et 126

Figure 6.8. AFM images (1.5 x 14#n) of BGR surfaces exposed to DNA
solutions containing additions of: a) 0.5 mM NiCt-scale: 15nm)........ 128

Figure 6.9. AFM images (1.5 x 1un, z-scale: 15nm) of BGR surfaces
exposed to DNA solutions containing additions ¢fo& mM CoC}.
b) 1.0 MM CoCJ. ¢) 5.0 MM COCl.......cooiiiiiree e, 129

Figure 6.10. AFM images (1.5 x 1ufn) of BGR surfaces exposed to DNA
solutions containing additions of: a) 0.5 mM Mg(d-scale: 15nm)....... 130

Xi



Abstract

The demand for viable methods to fabricate nano-devices has driven research into
the realm of molecular self-assembly. Thisthesis outlines a procedure to synthesize beta-
galia rutile (BGR) substrates capable of preferentially binding DNA molecules. The
information provided serves as a basis to direct future research toward the patterning of
BGR surfaces to facilitate self-assembled DNA nano-constructs. The ability to tailor the
separation and orientation of preferentially binding {210}, intergrowth boundaries could
enable BGR surfaces to be used as nano-assembling substrates to benefit nano-biologic,
el ectronic and mechanical technologies.

Thisresearch initially focused on a sol gel method to apply thin films of Ga,O3 to
single-crystal [001] oriented TiO, substrates. The thermal treatments were systematically
studied to obtain a better understanding of how time and temperature influence the
formation of the intergrowth structure. Atomic force microscopy (AFM) was used to
observe the alignment of the synthesized intergrowth regions.

A 100bp-ladder DNA solution was applied to BGR and bare [001]-oriented rutile
substrates. The surfaces were investigated with tapping mode AFM. It was identified
from the generated images that DNA deposition solutions containing 1.0 mM additions of
select divalent chlorides facilitated the preferential attachment of DNA along { 210},
intergrowth regions of BGR surfaces. The large deviations within recorded DNA
densities and binding preferences were attributed primarily to the effect of DNA solution
aging.

Investigations involving mono-sized, 1000 bp DNA solutions were conducted to
determine the influence that cation concentration and DNA solution age had on DNA
attachment. Evaluating the density of bound DNA molecules and their end-to-end
distances led to insightsinto the binding behavior. For each cation species and
concentration tested, the greatest DNA density was observed at a cation concentration of
1.0 mM; further additions in salt concentration led to decreasesin DNA density. Results
of bound DNA end-to-end distances reveal that the binding strength of DNA molecules

had increased with increasing cation concentration. The results of this research provide

Xiii



increased knowledge about the interaction of DNA with oxide surfaces and may
influence the development of new molecular electronic devices.
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1. Introduction

The National Nanotechnology Innitiative (NNI) dedsthe need for research to
explore matter and its interaction at the interragdiength scale between single atoms /
molecules and groups of molecules ranging from 10@nm, as it could prove valuable
in the development of efficient nano-scale manufiacyg methods. Researchers have
answered the call, and the development of moleadil@cted-assembly is an area of
intense interest. The sequence —specific bindirpoxyribonucleic acid (DNA) and the
wealth of methods to control both its synthesis pratessing make it the molecule of
choice for the majority of self-assembly studies.

Attaching DNA selectively to surfaces has been imgth using surface
functionalization strategies teamed with a varietynano-patterning methods. These
techniques all appear to possess certain limitatiooluding (but not limited to) poor
spatial resolution, high cost, intensive fabricatttime requirements, and cumbersome
techniques. While some studies focus on optimizingent technology, others seek
alternate methods. The goal of this work was t@stigate the interaction of DNA and
beta-gallia rutile (BGR) surfaces to determine histsystem could lend itself as a
substrate for the self-assembly of DNA constructs.

Based on structural considerations and previousrtepn the interaction of DNA
with mica surfaces, it was hypothesized that tha-gallia rutile surface could serve as a
novel substrate that would facilitate the alignmehtDNA. Beta-gallia rutile is an
intergrowth structure, characterized by periodicnieis (voids in the lattice) which run
parallel to the [001] direction and are alignedams along the [21Q]directions of the
parent rutile structure (Figure 1.1a). The spadiatyveen the [210fyows of hexagonal
tunnels on the BGR intergrowth surface can be dafiem ~1 nm too by varying the
rutile-to-gallia ratio. The 1-D tunnels are ~ 0125 in diameter and can accommodate
small-to-medium sized cations. Hexagonal- shapedsses are inherent to cleaved mica
surfaces as well (Figure 1.1b). For muscovite mika recesses are occupied by K (1)
cations, which can be exchanged for cations oghérivalence.

Previous researchers have shown that DNA bindshéontica surface in the

presence of divalent cations. While the mecharigsrbinding is not well understood, it



\4— Separation determined—> Beta-gallia
{210}, by Ti: Ga ratio subunit
intergrowth
region

5 SiO, tetrahedron

Figure 1.1. Polyhedral models of a) the surfacecttire of an n=25 BGR
intergrowth; two dimensional projections of Ei@ctahedra are shown in light grey,
GaQ octahedra and Ga@etrahedra in dark grey. b) The (001) cleavageaserbf
muscovite mica; two dimensional projections of Si€@rahdra shown in grey. Both
BGR and mica surfaces possess hexagonal sitesdaoggh to accommodate small
to mid-sized cations.



has been suggested that divalent cations sittifanithe hexagonal sites of the mica
surface may provide an electrostatic bridge betwhemegatively charged mica surface
and the DNA backbore® The current work was initiated under the supjpmsithat a
similar binding mechanism may occur between DNA #alintergrowth tunnel (Figure
1.2). Unlike mica, the BGR intergrowth surface gEsses a tailored periodicity and may
possess site-specific reactivity that would faaibtthe long-range alignment (patterning)
of DNA molecules, which may be beneficial for thmstruction of molecular devices.

This dissertation is presented as a collectioroaf stand-alone manuscripts that
have been submitted to peer-reviewed journals:

» Phase Stability and Structure of Alkali Doped Beta-Gallia Rutile
| ntergrowths.”

This paper describes an investigation of the pbtality of AcGayxTi;-
«Osg using experimental investigations and atomistimgoter simulations.
The AGay.«Ti1xOg compound is structurally related to the BGR
intergrowths used for DNA attachment studies.

* An Atomic Force Microscopy Study of the I nteraction of DNA and
Nano-Structured Beta-Gallia Rutile.’

This paper describes the preparation of BGR intevigr substrates and
DNA (multi-sized) attachment studies in the pregeoicvarious divalent

cations using atomic force microscopy.

 The Attachment of DNA to Beta-Gallia Rutile Surfaces as a Function
of DNA Solution Age.

This paper describes the influence DNA solution lage on the degree of
DNA (mono-sized) attachment, investigated using mato force

microscopy and gel electrophoresis.



One full
rotation of the
DNA helix
(~=3.4 nm, 10
base pairs)

Figure 1.2. Scaled schematic of DNA binding to thwéa cations occupying BGR
intergrowth tunnel sites. The DNA backbone is tdygn alignment with every third
BGR tunnel site. Partial image of DNA structurenfrwww.labbies.com.



DNA Attachment to Beta-Gallia Rutile Surfaces as a Function of Divalent

Cationic Concentration.

This study targets the influence that cation cotre¢gion has on the degree
(via the quantity of bound molecules) and stren@tia molecular
conformation) of mono-sized DNA attachment usingnat force

microscopy.

Each of the four manuscripts contains its own ohidion, description of
experimental details, results & discussion, conolus figures, and list of references.
Preceding the four manuscripts is a chapter thatiges a more thorough review of the
literature relevant to the four manuscripts. Rellmy the compilation is a general

summary and conclusion which makes some recommenddor future work.
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2. Background

2.1. Nano-Devices Based on Deoxyribonucleic Acid

Deoxyribonucleic acid (DNA) is a molecular biopolgmapproximately two-
nanometers in diameter (Figure 2.1). DNA is coneplosf stacked nucleotide blocks,
which can exist in different conformations. Thesthoommon DNA conformation (in
vivo) is B-DNA. The surface plane of each nutild® base in B-DNA is perpendicular
to the helix axis. Each base pair is rotated@&l spaced 3.4 A from its adjacent pair.
At approximately every tenth base pair (3.4 nm)Hhbkbx has performed a full turn. B-
DNA is the favored conformation at high water cantcations. As the DNA strand
becomes dehydrated, it can take on an A-DNA cordtion. This right-handed helix is
shorter, and wider than B-DNA. Approximately 1lsbgairs comprise one full rotation,
and each base pair is spaced ~2.7A apart.

Each DNA nucleotide consists of three parts: a gebase sugar (a five-carbon
cyclic sugar), a pyrimidine or purine (nitrogenobske, and a phosphate group to attach
the deoxyribose sugars (Figure 2.2). Purine (doublg) bases include adenine (A) and
guanine (G); pyrimidine (single ring) bases incluidgmine (T) and cytosine (C).Each
base has a complement that it pairs with (and wtly): T to A and C to G (Figure 2.3 a,
b). Each single DNA strand is a covalent unit ttnawn; once paired they become a
non-covalent molecule attached via hydrogen bondindgorm a stable double helix
(Figure 2.3c). Two hydrogen bonds form betweemd A while three form between C
and G. DNA helices with a greater percentage & Gase pairs are more stable because
of more hydrogen bonds. The joining of two compdetary single-stranded DNA
(ssDNA) molecules via hydrogen bonding is termelritayzation.

Modern biology has equipped us with the tools tpl@x DNA hybridization and
apply it to nano-fabrication. Automated methods®to manufacture and amplify (via
the polymerase chain reaction (PCR)) any DNA secglen Single-stranded DNA
molecules possessing complementary sequences casyritbesized and will self-
assemble in appropriate conditions. Additionallyghly specific enzymes (endo- /

exonucleases, ligases) exist that are capableooépsing DNA molecules with atomic



Phosphate chain Deoxyribose sugars and

/ / nitrogenous bases
—

[«— 10 bp (~3.4 nm) —¥|

Figure 2.1. Image of DNA double helix structuféhe phosphate backbone is
shown in black and the deoxyrgm® sugars and nitrogenous bases are sho
white. Image of DNA structure from www.labbies.com.
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precision and angstrom level accurddy.Synthesized double-stranded DNA (dsDNA)
molecules can be bound to a substrate, the unbemth@¢an be selectively cut (via endo-
| exonucleases) to generate a ssDNA overhang K{stmd”)*> A single-stranded
oligonucleotide, or a dsDNA molecule with a stiokyd possessing the complement to
the overhang can then hybridize t63€ This process of binding complementary ssDNA
molecules is the basis of biochip and microarragsee technologies for biological
diagnostics. DNA hybridization can also be useddlectively self-assemble micro and
nano-scale assemblies of molecules and nano-ariiEigure 2.4}%" By patterning ss-
DNA molecules (or dsDNA with sticky ends) to a swate, they will selectively
distinguish and bind their complementary chain glamth any additionally linked nano-
particles, or molecules.

For the last few decades Nadrian Seeman has begloriag designable,
branched DNA structurés®*' By synthesizing and combining select sequences of
DNA molecules “dna junctions” were generated whieth to the development of more
intricate 2-D and 3-D architectures (Figure 2.5The 2-D constructs are envisioned to
serve as scaffolding for nano-electronic componen@nce DNA frameworks were
constructed, they could be coated with silver dtagium to form nano-wire&** M-
DNA provides another accepted conduction pathwdgre, cations are bonded directly
between the nucleic acids, replacing the imino @rodvf each base pair of the DNA
helix.>*” The insertion of metal ions into the DNA struetwonverts the DNA into a
molecular wire, proven to condu@t!’

The development of regular DNA lattices can alsd as nano-cages,
immobilizing large biological molecules into period arrays facilitating x-ray
crystallography studies of their structdreA number of DNA-based nano-mechanical
applications have been developed including DNAgtfers® and “tweezers® capable
of aligning and manipulating matter on the nanascal

Presented above are a few examples where DNA gy hesed in bottom-up
approaches to fabricate nano-devices. A majortditioin to DNA-mediated assembly
remains the development of patterned, site-speditA-reactive substrates onto which

these applications can be built. A number of auregpproaches to achieve suitable
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substrates involve the utilization of surface fumaalization teamed with a nano-
patterning process.

A common surface functionalization method involilee gold-thiol interaction.
Gold is relatively inert to biomolecules, requirirag reactive anchoring molecule for
immobilization to occut? Thiols and other molecules (dialkylsulfides, didtksulfides)
with exposed sulfur functional groups covalentiyndito gold surfaces with a high
affinity.?>** Thiol functional groups can be applied to DNA emiles via polymerase
chain reaction using oligonucleotide primers withiot groups bound to their ends,
enabling the thiol tagged DNA molecule to seledtivbind to a gold surface at its
endpoin® Endpoint binding can be desirable because inallthe DNA backbone to be
free to interact with enzymes or DNA binding pratei Applying functionalization
methods to surfaces will provide a means to bindADNut, to spatially orient DNA
selectively upon these surfaces requires additipagterning methods. Patterning via
photolithographic- and probe-based processes airgy bavestigated, but appear to
possess significant limitations currently inhibgitheir scale up.

Photolithography involves the generation of anidatiely patterned mask which
is used to selectively shield / expose an undeglyhotosensitive polymeric material,
which can then be etched to yield a patterned sarfdatterns can easily be applied to
gold substrates, allowing only exposed surfacesirid with thiolated-DNA molecules.
This technology abounds; unfortunately there exigtjor limitations to traditional
photolithography. The first drawback lies with thize scale of the generated patterns.
The microelectronics industry has optimized the tplithographic process to yield
features on the order of 100 nm; below these schlasing of the patterned features
results from light diffractio?® This size scale will not be sufficient to keep wijth
demands of industry, academia, and the consumeifesations must be made. Pushing
the light source to extreme UV or X-ray wavelengthay appear a solution, but prove
damaging to current mask and lens mateffalElectron-beam lithography can provide a
means to achieve smaller scaled patterns as wefgrtunately the process is too
expensive, and inefficient for large-scale produtti Limitations in size scale teamed
with ever rising costs of photolithographic toolsrrently prove prohibitive to those

outside of the microelectronics industry.
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Soft lithography may provide a means to reduce ¢bst of e-beam and
photolithographic processes, while creating narespatterned surfacéé?** Soft
lithography involves the generation of a bas-relrehster mold via e-beam or
photolithography. The master is then used to makmolydimethylsiloxane (PDMS)
stamp. The stamp can be used a number of waya:grocess called “microcontact
printing”,%* the stamp is inked with a thiol solution, applieda gold or gold coated
surface, where the thiols form a self-assembledalager (maintaining the pattern on the
stamp. Features as small as 50 nm have beenteépgsing this process. A second
process, termed “micromolding in capillariéé’involves the PDMS stamp being flush
against a surface, while a liquid polymer is apbkdong the periphery. The polymer is
pulled into the recesses between the surface anstdimp. The polymer is solidified and
maintains the stamps pattern. Features as smab asn have been reported using this
proces$? A limitation to soft lithographic patterning meilis is observed if the
fabrication of multiple layered structures is dedir Misalignment of stamped patterns
could result in a malfunctioning nano-electronicvide. “Bleeding” of some
functionalized inks can also influence the spatiablution of this application process.

Dip pen nanolithography (DPN) is a probe-based gsscwhich involves the
transfer of an “ink” from a coated AFM tip to a sale surface (Figure 2.64Y?" DPN
probes are commonly prepared by soaking the AFMlitipdesired inks, then drying the
tips in nitroger® Depending on the substrate, an appropriate imk e selected to
accommodate the desired attachment. Beyond DRripaf with thiolated inks on gold
substrates, a method developed by Deneeid. described the patterning of DNA on
SiO, substrates. The SjO surface was activated by treatment with
3’mercaptopropyltrimethoxysilane; while the AFM @pplied an ink of oligonucleotides
with 5'-terminal acrylamide groug€. Depending on the AFM tip, substrate, and ink
selected, the DPN process is capable of produaagufe sizes less than 15 fimA
major limitation to DPN is based around ink repé&ment. A single tip lacks sufficient
ink to draw large or complicated patterns, so whan ink runs out, the tip must be
removed from the surface for re-coating. Once acinwith the pattern is lost, a series of

realignment procedures is required to resume asctgin. A tool termed the
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“Nanofountain Probe” was recently developed by Katral. to allow continuous ink
application without tip re-coating. The hollow tipped probe contains integrated
microchannels which deliver ink from a reservoirthe tip via capillary action. DPN
with “nanofountain” tips were capable of writingtfgans with line widths as small as 40
nm?2°

Meniscus force nanografting (MFN) involves the sele removal of a self-
assembled monolayer (SAM) resist to reveal readites on an underlying substrate
(Figure 2.6b¥®  For a gold substrate: a droplet of a solutiontteéls with protein
adhesive terminal groups can be applied to a SAMexzbsurface. The AFM tip is forced
into the SAM, displacing the resist molecules. Ttiel molecules in solution then bind
selectively to the newly exposed gold surface kebhie path of the AFM tip. Patterned
lines have been formed at rates as fast asu®20 s>* Structure sizes resemble those
obtained with DPN, on the order of 10 nm line wifth Although extremely small
patterns can be constructed by probe-based tedwidue output of these processes is
far too limited to support large scale productidrhe use of numerous, automated probes

may address this limitation, but for now these mdthremain insufficient for scale up.
2.2. Atomic Force Microscopy of DNA on Mica

The atomic force microscope (AFM), developed byiljnet al. in the 1980s,
enables the imaging of surfaces at the atomic $€alaterest in molecular biology and
genetics spurred AFM exploration into the structwfe DNA and the molecules’
interaction with other proteins. AFM investigati@i molecular structure requires a
substrate possessing both atomic flatness and asnteabind DNA molecules with
sufficient strength to withstand tip-scanning farcdf DNA is bonded too weakly it will
not be imaged by AFM, instead the AFM tip will silmpmove the DNA molecules
across the substrate. If the DNA molecules arenbawo tightly, they may become
denatured on the substrate surface. Mica has eashagthe preferred substrate for AFM
investigation of DNA structure. The atomic flateesf the mica surface is ideal to

achieve molecular resolution.
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Mica minerals are layered crystals with atomicdlgt cleavage planes over
several hundred square-microhsAn aluminum-octahedral sheet resides at the ceifite
a muscovite mica (KA({SizAl)O19(OH),) layer, sandwiched between two silicon-
tetrahedral sheets (Figure 2°7¥° Three quarters of the tetrahedral sheet sites are
occupied by Si and one quarter byAlThe replacement of Si (IV) by Al (lll) leads to a
charge imbalance which is compensated by interlagetassium cations (for
muscovite)*® The potassium cations reside on recessed hexagygen rings (Figure
2.8) (with a spacing of 0.5 nm) on the cleavagéaser((001) plane), binding the laminar
mica layers'*®3® Cleaving a mica crystal, and exposing the surfaceater, leads to
the dissociation of some K (hns from the mica surface, generating an overdiative
surface charge density at neutral #8° The potassium ions remaining along the cleaved
mica surface can be exchanged for cations of eguaigher valence. In a study by
Osmanet al. the muscovite cleavage surface was exposed ta Btliom nitrate-water
mixture to obtain a surface covered with" idns (the rate to exchange for (I was
found to be much faster than the rate to exchaog&®.*® The Li (I) rich surface was
then exposed to alkali chloride solutions contajnite (1), K (1), Rb (I), and Cs (I) to
induce ion-exchange. There exists a distinctioemategorizing the type of interaction
between the cation and the hexagonal surface aliteg the mica surface, namely the
ability of a cation to absorb into- as opposeddsaab onto-these cavities. Nishimta
al. described that only cations on the size scaleidf)Land Mg (IlI) could fit into the
recessed site¥d.

Initial experiments conducted on mica involved DE@&utions applied to freshly
cleaved mica surfaces, rinsed with water, and imiaggh the AFM. The negative
surface charge of mica impedes the binding of megsitcharged DNA. In order to
increase the binding affinity between these sugacenodification to the mica surface or
the binding environment is requiréd. In numerous studies, it was shown that the
addition of certain divalent cations facilitatee thinding of DNA to mica surfacé&?#>°
Initially, only Ni (Il) cations were found capablef binding DNA to mica surfaces
sufficiently enough to allow AFM imaging withoutydng.>® Hansmaet al. investigated

a series of divalent cations with fluid tapping AFBhd determined that buffers

18



—

—_——— — — —_— !
A y o o] o

Y [N .0% .Q quu’.
| 9 K(')—b“ | l
T siv —$9°9° 9000 23

A
S|(IV)—:" .2.9.
000000
.’o '/""‘L"h"

ba ] |.'__|_ __I_ |.

C

Figure 2.7. a) Polyhedral model of the layeredaitire of muscovite mica. Cleave
occurs along the (001) plane populated by K (IsioDark grey octahedra are AlO
and tetrahedra of Sikare shown in light grey. b) Atomistic model of.(a

19



Figure 2.8. a) Polyhedral model of the (001) chepesplane of muscovite mica. Grey
tetrahedral represent SiGHexagonal surface cavities possess a spacing ofi~&nd
are occupied by K (1) ions (spheres).
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containing additions of Co (Il), Mn (ll), and Znl)lalso enabled stable attachment of
DNA.”® It was determined that cationic size may playgaiicant role in the binding
strength, suggesting that the smaller cations weapable of residing within the
hexagonal recesses of the mica surface effectimetiging the two negatively charged

surfaces?

ASA4T-49.535159 ansmeet al., however, reported that Mg (11) ions (possessing
similar ionic radii to Ni (1)) were unable to bindNA to mica surfaces, and attributed
this result (possibly) to the lower hydration empyaof Mg (11).*® Additionally, a
correlation between ionic concentration and densitypbound DNA molecules was
observed. Increasing salt concentration to 1.0 reddilted in an increase in concentration
of bound DNA; while further increases typically wded in subsequent decreases in
bound DNA concentratioff. The effect observed above 1.0 mM levels wasbatied to

a mass action effect, where both the DNA and micéases become so saturated with
cations that the probability of cation bridgingrisduced”® The exact mechanism of
DNA to mica attachment is unknown, but the impoctanf divalent cation incorporation
has been recognizég?>4851535862 The jinteraction of divalent cations to DNA
molecules has been investigated previously; acegrth Izatt et al. cations have been
shown to exhibit affinities to either phosphate upr® along the DNA backbone or to
nucleotide base binding sit&%. The affinity of divalent cations to bind at nuofiele
bases instead of the phosphate groups was determoimecrease in the following order:
Mg (I1), Co (I1), Ni (11), Mn (11), Zn (I), Cd (1I), and Cu (11)°®*

The strength of molecular attachment has been dirtkethe DNA molecules
bound conformation. In strongly bound situatiotesroed “kinetic trapping”) the DNA
molecule is immobilized on the surface so rigidhatt its conformation in 2D will
resemble that of a projected 3D conformafibff. Alternatively, a weaker bound
molecule will be able to equilibrate onto the saefan a 2D conformation. The end-to-
end distance of a DNA molecule could thereforeecdflthe strength of molecular
attachment. The strength of DNA attachment is ingardepending on the application.
When investigating DNA- protein interactions itilsportant that the molecule is bound
firmly enough to withstand the scanning force, batind loose enough so its natural
conformation and reactivity are maintained. Ascdiégd by Steiret al., the ends of the
DNA molecule are more negatively charged than iig-segment, so with proper
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immobilization conditions the extremities of DNAIlbe bound, while the inner portions
are nof®® It has been previously observed that the stremftattachment can be
tailored by altering the pH of the solution bufféror introducing concentrations of
monovalent ions to divalent deposition solutichsin terms of nano-molecular devices,
post-attachment processing of molecules requiremi@ loosely bound molecule. The
alignment of bound molecules in particular has ik a considerable amount of
attention. In a process termed “molecular comhffigghd bound DNA molecules are
stretched and aligned in the direction of a reggdim-water interface by an associated
meniscus force. One method of molecular combivplues applying a drop of DNA
solution onto a DNA reactive substrate, upon wrachun-reactive cover slip is floated
on top of the droplet spreading it across the ergirbstrate surface. The solution can
then be evaporated, or the cover slip can be vathdrat a given rate to allow the
receding interface to align the DNA molecules. Addal methods to achieve aligned
molecules have been developed; most depend on éméscns force generated by a
receding air/ fluid interfac®’®%"

Mica has proven itself to be an ideal surface teatigate molecular species;
however, it appears to bind DNA non-uniformly, eefling the natural diversity of mica
surface propertie¥. In order for mica to be used as a substratettociie nano-devices,
additional functionalization and patterning stepsch as those described above) will be
required, which may prove inefficient or expenstegjustify their employment. Beta-
gallia rutiles (BGRs) are intergrowth phases pasegsnano- and microscale features
that can be tailored by altering the material’s mis¢ry. Among those nano-scale
features are periodically occurring hexagonal tursiees of a similar size to the
hexagonal recesses of mica surfaces. The occerrensimilar surface sites between
these two substrates generates an interest totigatesif DNA binding interactions will
behave similarly as well. The interaction of BQRfaces with molecular species has not
previously been investigated, but will be examimrethis thesis.
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2.3. Beta-Gallia Rutile Intergrowths

The series of BGR intergrowth phases can be desttly GaMn.4O2n-2, Where
M is cation of the rutile forming family (Sn, Get i).”®"® For the scope of this work
intergrowths solely involving Ti as M, will be examed. Analysis of the G®3-TiO»
system was first reported by Lejasal. in 1959, where a structurally-unknown ternary
phase was observed stable above 1579 K.was not until 1972, when a study by Gibb
and Anderson identified the structure of a serie®xde phases in the @as-TiO;
system as Gaim-4Oz2m2 (M = odd, between 15 and Z3)Further investigations into the
Ga03-TiO; system have led to BGR intergrowth phases beipgessed as: Géi,.4Ozn-

2, Where n is >9 (n= 5, 7 were found metastabley @xisting at limited temperature
ranges)® 88283 The BGR intergrowth structure may be described f&, ¥4, %] (210)
crystallographic shear phase, derived from rutylehe periodic removal of (210plane
of atoms, with a sequential displacement of théerslabs by the vector [-V2, Y4, ¥4}
The limited degree of lattice mismatch (<3%) allaiws insertion of beta-gallia (Figure
2.9a) subunits (b-axis oriented parallel to thel]) into (210) planes of rutile (Figure
2.9b), leading to the formation of one-dimensidmekagonal-shaped tunnel sifésThe
unit cell of a BGR intergrowth (n=25, GHE2104g) iS presented in Figure 2.9c. An
expanded unit cell (along the [0Q%lrface of rutile) is provided to aid in visuatigithe
alignment of tunnel sites and beta-gallia groups@K210} planes (Figure 2.9d). BGR
intergrowths represent a series of compounds, wbleaages in the ratio of Ga:Ti (n
value) result in contraction or expansion betwe2hOf; intergrowth regions (compare
Figure 2.9 ¢ / d (n=25) to Figure 2.10 (n=9)).

The formation of {210} BGR intergrowth boundaries were observed in sasple
prepared by applying finely powdered /Ga onto a [001]-oriented single crystal %O
substrate with firing in excess of 1500 where Bursillet al. observed a “maze of
intersections and junctions” of {210poundarie§? Similar results were obtained by
firing [001]-oriented rutile single crystal surfaceoated with gallium nitrate hydrate
solutions®®  Figure 2.11 displays the various orientations imfersecting {210}

boundaries. In the work of Bursét al., the random orientation of {210intergrowth
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Figure 2.11. Diagram of BGR {210htergrowth boundary orientation
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boundaries observed experimentally is believedetdie to the formation of a variety of
n value BGR phases, attributed to the inhomogepptcation of beta-galli§?

The BGR tunnel site is approximately 0.25 nm innuk&er, sufficient to
accommodate small to medium-sized cations. Theispdetween adjacent tunnel sites
along {210} directions is approximately 1 nm. The BGR matened been previously
investigated for 1-D ion conduction applicationdjere tunnel density is of the utmost
importance’>®%® The phase stabilization of an n=5 BGR intergrowts achieved via
the incorporation of sodium cations at the tunitel €\a 7Gay 7Tio.30s) Which supports
the hypothesis that cations will prefer to occupye tvacant tunnel sites of BGR
structures$?

As described above, results obtained from DNA attant to mica surfaces
suggest divalent and / or multivalent cations aepired for sufficient DNA adsorption.
Studies of divalent cation insertion into BGR stawmes have not been previously
conducted nor has the interaction between DNA a@dR Burfaces. This current study
will aid in identifying if the interaction of diveht cations with tunnel sites behaves
similarly to the monovalent condition, and if theeferential incorporation of divalent
cations at surface {210kunnel sites will in turn lead to the preferent@dtachment of
DNA to {210}, regions of BGR surfaces.
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3. Phase Stability and Structure of Alkali Doped Beta-Gallia Rutile

Inter growths

Abstract

The incorporation of alkali cations into the turewlstructure of GAiOg (n=5)
was investigated and compared to predictions baseatomistic computer simulations.
Samples were prepared asGa.xTi1xOs, A= Li, Na, and K, x_<0.7, and as
NayGay+yTiyO10 (y = 0.7, 0.85, 1.0) using solid-state reactiond@60 — 1358C. The
sodium-incorporated n=5 intergrowth formed via ddlfate reaction, but the potassium
and lithium analogs formed mixed-phase assemblagash are discussed in reference
to compatibility triangles in the kD-Ga0s-TiO, and KO-GaOs-TiO, systems.
Experimental results were compared to the resdltsnergy minimization calculations
using the General Utility Lattice Program (GULPfror the lithium-containing system,
the computer simulations correctly predicted thenfation of a mixed-phase assemblage
containing LiGg0Og, Ga0Osz, and TiQ. For the sodium- and potassium-containing
system, the computer simulations indicated thattumds of the single-cation oxide
components are preferred. Energy minimizationuwatons conducted on structurally
different NaGau:xTi2xO10 and NaGayxTisx O12 phases indicated that n =6 and n = 7
3-gallia rutile intergrowth structures have lowattice energies than the experimentally

observed structures reported previously in litaeatu

3.1. Introduction

The sodium-ion conductor with a reported composited Na /Gay.72T10.2d0s
(Figure 3.1b) is structurally related to &g (Figure 3.1a), the metastable n = 5
member of a beta-gallia rutile (BGR) intergrowthriee. The relationship between
Nap /Gay 72Tip.2f0g and GaTiOgis more apparent when the composition of the forimer

expressed as N@ay«Ti1xOs, X 10.7. In the derived structure, trivalent gallications
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Figure 3.1. B-axis projection of BGR-derived@®y+xT1,.4.xO2n-2 Structures: a) BGR
n=5 intergrowth structure, b) NeGas 75Tio.0s Structure’, ¢) BGR n=6 intergrowth
structure, d) BGR n=7 structure (P 2/m), and e) BGR structure (C 2/m).
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replace tetravalent titanium cations in the hosicstire and sodium ions reside in the
one-dimensional tunnels that serve as pathwaysoiogduction.

BGR intergrowths, expressed generically aghGaO:n.2, N > 5, result from the
coherent intergrowth of beta-galli§-Ga03) and oxides possessing the rutile structure
(MOy), in such a manner thaigha. is parallel to gie. The resulting homologous
structures are monoclinic (C2/m or P2/m) and paskesagonal-cross-sectioned tunnels
lying parallel to the unique b-axis. Two disti®GR intergrowth series are known to
form — a C2/m series which includes members wittbr{odd) and a P2/m series which
includes members with n & (even and odd). With increasing n in either BGR series,
the tunnel density decreases, but the size andesbfphe tunnels remains largely
unchanged suggesting that it should be possibldotm a series of sodium-ion
conductors based on the BGR intergrowths, e.gGBaxTi>xO10 and NaGay+xTi3xO12
for the n = 6 and n = 7 intergrowths, respecti&ligure 3.1c-e). A comparison of ionic
size to tunnel diameter suggests that it shoulpdssible to form Li and K analogs of the
proposed Na-based materials.

The sodium-substituted BGR intergrowth Say.,Ti;.xOg iS just one of many
alkali gallium titanium oxides that possess onedfisional tunnels that serve as
pathways for alkali-ion conduction. As summarizedTable 3.I, these oxides have a
variety of different crystal structures with diféent sized and shaped tunnels that can
accommodate a range of alkali idits.Of particular interest to the current study ave t
structures that possess tunnels with a distortéalgooal cross section, i.e x®@ayxTiz-
xO10 and AGay«Ti3xO12 (Figure 3.2) where A represents an alkali catiédhile these
materials have the same compositions as the propmseluctors based on the n = 6 and
n = 7 BGR intergrowths, their structures are coaigiily different, as can be seen by
comparing Figure 3.1c-e to Figure 3.2.

This paper describes our attempts to prepare assefialkali-substituted BGR
intergrowths using solid-state reaction techniquéith the exception of compositions
expressed as Naas+xT11.xOs, the desired materials were not obtained. Insteadriety
of mixed-phase assemblages were observed. Thisr @go discusses the results of

lattice-energy calculations of metastable,B3@sg, the proposed alkali-substituted BGR
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Table 3.I. Known Alkali Gallium Titanium Oxide P$es with One-dimensional Tunnels

Composition A X Structure Tunnel Cross-section  Reference
AGagxTi140g Na <0.7 P2/morC2/m Hexagonal 2]
AGaT15,07 K <0.25 14/m Octagonal [9]
AGayxTi5,010 Na ~0.8 C2/m Distorted Octagonal [5]
AGayixTiz4012 Na,K ~0.8 Pbam Distorted Octagonal [4,8]
AGaTis,Og Na ~0.8 C2/m 1x1 [6]
AGaTig,O16 K 14/m 2x2 [7]
AGaginliex0ss K,Rb,Cs 2.0 14/m Octagonal [3]
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Figure 3.2. B-axis projection of reporteg@8y.xTin.4.Oxn.2 Structures a) n=6, C2/m structdre.
b) n=7, Pbam structufe.
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materials, the alternative y&ayxTin-4xO2n-2 Structures (Figure 3.2), and other oxides

observed in our experimental investigations.

3.2. Experimental Methods

Alkali carbonate (ACQ;), gallium (1) oxide (Sigma Aldrich 99.999+%), dn
titanium (IV) oxide (Fisher Scientific 99.8%) powdewere mixed in proportions to
obtain AGauxTi1x0g (x = 0.1, 0.3, 0.5, 0.7, A = Li, Na, K) and y&8s+yTi»,O10 (Y =
0.7, 0.85, 1.0). Starting materials were driedroight at 600C. Appropriate amounts
were mixed in a mortar. The powder samples weessad (~50 MPa) into pellets and
fired for 24 to 264 hours at 100D to 1350C with quenching in dry air. The pellets
were sandwiched between sacrificial pellets ofdgame composition when fired. Fired
samples were crushed and ground in a mortar. ®slgrs were mounted on a zero-
background holder and analyzed by X-ray diffractmith CuKa radiation using a
Phillips 3100 x-ray generator (40kV, 30mA). Diffteon patterns were collected over
10-7C0 20, 0.05 step-size, and a 2 second dwell. The collectétnps were used for
phase identification.

3.3. Simulation M ethods

Computer simulations were conducted with the Gdngtisity Lattice Program
(GULP)™ All computer simulations were conducted on a S@I Workstation (MPS
R10000, 256 MB).

The lattice energy of various crystal-structure gledvas minimized with respect
to structural parameters, first under constant meluconditions, then under constant
pressure conditions. The lattice energy was caledlas the summation of long and

short-range potentials, according to a reduced Bwdel:

Elatt = % z @ +V(rij ) (1)
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The first term in Eq. 1 is the sum of the Coulominteractions (long-range) between
pairs of ions “i” and “”; where q is the charge ehch ion, andjris the distance
separating the two ions. The summation ofj)/(epresents the contribution of ion pair
short-range interactions within the lattice. Famic crystals, the short-range potential is
adequately modeled with the pair interaction ter(n;Vdescribed as the Buckingham
potential:

&
..6

V; (rij )= A eXp%) - (2)

ij
where A, p (range of repulsion interaction), and C (assodiaigth the attraction
interaction) are potential parametéts.

The intergrowth phases all contain a [>@gsub-structure; so separate potential
parameters were developed for*Gm octahedral and tetrahedral coordination from a
potential fit of B-GgDs. The space group and atomic positions for B3zavere obtained
from Ahmanet al'® Values for interatomic distances of Ga-O in te¢dral and
octahedral coordination (for R-@3) were taken from Kaht? Potential parameters for
Ti-O and Na-O were developed by fitting to both tNey/Gas72 Tio2dOs Structure
described by Chandrashekar al. and the GaliOs structure described by Mueller-
Buschbaum and Freurid? Oxygen core-shell potential parameters were gathéom
Theobaldet al™ Table 3.1l summarizes the potential parameters wheae used in this
study. The collected potentials were then apgieednergy minimization simulations of
the intergrowth compounds to obtain relaxed stmestand associated lattice energies for
the various intergrowth phases. Bond valence W8] analysi&® was incorporated to
ensure that the potentials being used generatectstes with reasonable bond distances.
The structures obtained via simulation were with% of published lattice volumes of
experimentally observed structures.

Minimized lattice energies of mixed phase assengdagnd intergrowths were
calculated and compared to explain the resultecw@t from the synthesis study. The
results from X-ray diffraction experiments were dise identify appropriate alternatives
to the intergrowth species. Atomic parameterspioases in mixed phase assemblages

were obtained from literaturé:®*>*7%
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Table 3.1l Potential Parameters used in this Study.

Interaction A (eV) p (A) C (eV A% Comment

Ga (oct) — O 1542.00 0.3065 0.0 Developetthim study
Ga (tet)— O 1417.25 0.3099 0.0 Developetiimstudy
0-0 22764.30 0.149 27.063 Frofaresce [15]
Ti—-0O 765.20 0.38096 0.0 Developed i study
Li—O 908.30 0.2992 0.0 Developed in stigdy
Na-0O 1226.80 0.3055 0.0 Developed inghisly
K-0 1518.50 0.3218 0.0 Developed in thislg
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Energy minimization calculations were conducted €ifering n=6 and n=7
structures (Figure 3.1 c-e, and Figure 3.2). Sigrtiattice parameters and atomic
positions were taken from literatute*?*> Minimized lattice energies, as well as initial
and final atomic positions and lattice parametevggere compared for each
compositionally equivalent structure to predict fireferred phase. BVS analysis was
used to assess the suitability of the potentiadipaters in these structures.

3.4. Results and Discussion

3.4.1. Phase analysis

The phase analyses of samples prepared&xATi1-xOg are summarized in
Table 3.1ll. X-ray diffraction experiments reveadlthat Na was the only alkali species to
form an AGaw.xTi1.xOg intergrowth; however, the samples were not phase, pout
rather a mixture of intergrowth, T§O and p-GaOs. Compositions prepared as
LiyGaxTi1xOg and heat-treated at 110 to 1356C failed to yield any intergrowth
phases, instead yielding a mixture ofs38s, Ga03, and TiQ. Compositions prepared
as KGay.xTi1xOg and heat-treated at 11%0to 1350C yielded a number of potassium-
gallate and potassium-titano-gallate phases intiaddio GaO3, and TiQ.

For the NgGau., Ti,.yO10 compositions (y = 0.7, 0.85, 1.0), shown in Tahl/,
no phase-pure samples were obtained. Most of tepaped samples contained
Nap /Gay 7Tip30s and TiQ. Samples prepared with y=0.85 and y=1.0 at teatpess
between 115 and 1258C contained a phase with a structure similar toriyaorted by
Michiue et al. for Nay gGay Ti2 2010

In Figure 3.3, the prepared@ayxTi1xOs and NgGas+yTi»,O10 COMpositions are
shown in reference to the compatibility trianglesnied by the observed phases. As
shown in Figure 3.3a, the JJGa.xTi1xOg samples lie within the GhaIOg-Ga03-TiO,
compatibility triangle over the temperature ran@ed—1356C.

The NaGaxTi1.x0g and N§gGay.yTi2.,O10 Samples lie in different compatibility
triangles depending on composition and temperatOneer the temperature range
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Table 3.1ll. Phase Analyses of Samples Preparéd@8y.xTi1.xOg.

Composition X TemperaturéQ) Time (hrs) Phases Observed
LiyGaxT11x0s 0.1 1100 96 G GLT
0.1 1200 148 G GLT
0.1 1350 24 G GLT
0.3 1100 96 G GLT
0.3 1200 148 G GL T
0.5 1100 96 G GLT
0.5 1200 148 GGLT
0.5 1350 24 G,GL T
0.7 1100 96 G GLT
0.7 1200 148 G GLT
0.7 1350 24 G GLT
Na,GayyTi1xOg 0.1 1000 96 N5, G, T
0.1 1100 100 N5, G, T
0.1 1200 100 N5, G, T
0.1 1350 120 N5, G, T
0.3 1000 96 N5, G, T
0.3 1100 100 N5, G, T
0.3 1200 100 N5, G, T
0.3 1350 120 N5, G, T
0.5 1000 96 N5, G, T
0.5 1100 100 N5, G, T
0.5 1200 100 N5, G, T
0.5 1350 120 N5, G, T
0.7 1000 96 N5, G
0.7 1100 100 N5,'G
0.7 1200 100 N5, G
0.7 1350 120 N5, G
0.9 1000 65 N5, G, N
0.9 1100 72 N5, G, N
0.9 1200 120 N5, G, N
K«GayxTi1x0g 0.1 1100 96 K7,G, T
0.1 1200 76 K7,G, T
0.1 1350 120 KGT, G, KG
0.3 1100 96 KG, K7, G
0.3 1200 76 KG, K7, G
0.3 1350 120 KGT, G, KG
0.5 1100 96 KG, K7, G
0.5 1200 76 KG, K7, G
0.5 1350 120 KGT, G, KG
0.7 1100 96 KG, T, K
0.7 1200 76 KG, K7, G
0.7 1350 120 KGT, G, KG

Key: G = GaO;[12], G = trace amounts of G@; [12], GL = GaLiOg[18], T = TiO, [19], N5
= Na)7Ga47T|0308 (BGR), N = NQO [21] K7 = KOBGa;LgTiz.zOlz (Watanabe)[8], KG =
K2.56G@:0342d17], KGT = Ko 14G&.14T11.8607 [9], K = K0 [20].

44



Table 3.IV. Phase Analyses of Samples Prepar&h@3a.,Ti,.,O10

y Temperature®C) Time (hrs) Phases Observed
0.7 1000 72 N5, T, G
0.7 1050 36 N5, T

0.7 1150 20 N5, T

0.7 1200 20 N5, T

0.7 1250 20 N5, T

0.7 1300 20 N5, T
0.85 1000 72 N5, T
0.85 1050 36 N5, T
0.85 1150 20 N6, N5, T
0.85 1200 20 N6, N5, T
0.85 1250 20 N6, N5, T
0.85 1300 20 N5, T

1.0 1000 72 N5, T

1.0 1050 36 N5, T

1.0 1150 20 N5, T, N6
1.0 1200 20 N5, T, N6
1.0 1250 20 N5, T

1.0 1300 20 N5, T

Key: G = Ga0s; [12], T = TiG, [19], N5 = Na /Gas.7Tio:0s (BGR), N6 = NggGau gTi22,010 [5]
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Figure 3.3. Prepared compositions in relationshipompatibility triangles in: a) the
Li,O-Ga0s-TiO, system at 1100 — 13%D, b) the NaO-Ga0s-TiO, system at
1000°C, 1056C and 135€C, c) the NaO-Ga0s-TiO, system at 1150 - 1280, d) the
K,0-GaOs-TiO, system at 120, and c) the KO-Ga0s-TiO, system at 135C.
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studied, 100%C — 1350C, samples prepared as&ay.Ti1.x0g, X < 0.7 lie within the
NaGay+xT11x0s (X [10.7) — GaO3; — TiO, compatibility triangle whereas samples
prepared with x > 0.7 lie within the Naay+xTi11xOg (X J0.7) — GaOs; — N&O
compatibility triangle. Based on structural comsations, we had anticipated that the
NaGayxTi1-xOg Samples would form as a solid solution with x rawggirom O to around
0.7 — the upper limit being the approximate valtie reported by Chandrashekar for
crystals grown in a flux containing excess sodfurhlowever, the results of our study
suggest that the N@ay.xT11xOgforms with either a relatively narrow solid soluti@0.5
< x <0.9) or that it forms a compound with10.7.

Most of the samples prepared as,Gia.+,Ti».,O10 With y = 0.7 — 1.0 at 1000,
1050 and 1351 were found to contain only two phases {M&a, 7 Tio s0s and TiQ). If
we consider Ng@a.xTi1.x0s (x O 0.7) to exist as a compound, then the prepared
Na,Gay+y Ti2.O10 compositions lie within either the dlgas 7Tig:0s — TIO, —G&0Os3 or
the NaO — Na 7/Gay.7Tio.30s — TiO, compatibility triangle. Considering that the paegd
compositions are quite close to thepMaay; 7Tio30s - TiO- join, it is plausible that the
third phases are present in such small amountstlhiegt were not detected by X-ray
diffraction.

The NgGau+,Tiz.,O10 Samples prepared with y = 0.8 and 1.0 at 1150 206°C
showed evidence of a phase similar to that repaoiedVichiue et al®> Our results
generally agree with those of Michi@ al. in that NgGasyTio.yO10 Was identified in
samples prepared with 0.75 < x <1.0 at temperatfomesr than 1300C. However, the
phase analysis of our samples suggests that ti@aNari»,O1p phase has a y value in
excess of 1.0.

The KGay+xT11.xOs samples also lie in different compatibility trideg depending
on temperature and composition as shown in Figugd and 3.3e. At 120Q, the
KxGau+xTi1-xOg samples lay within three compatibility triangleshe x = 0.1 sample lies
within the Ky gGay gTi20:-Ga0s-TiO, triangle. The x = 0.3 and 0.5 samples lie within
the Ko 56Ga0034.26 Gay03-KosGay gTi 2012, compatibility triangle. The results of phase
analysis suggest that the x = 0.7 sample lies iB W 56Ga2034.26GaOs-
Ko.gGaygTi» 2012 compatibility triangle, but Figure 3.3b suggestmtt the starting

composition of the x = 0.7 sample lies outsidehid tompatibility triangle. The weight
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loss of the x = 0.7 sample, presumably due to dss lof volatilization KO, was
sufficient to yield a potassium concentration of 8.579, which would lie just inside the
K2.56G@2034.26 Gay03-Ko sGay gTi2 2012 compatibility triangle.

At 1350°C, phase analysis indicated that all of the sampidsted within the
K2.56G@2034 26 Ga03-Ko 145G 14T11 8607 composition triangle The starting composition
of the x = 0.7 sample lies outside of this compkilyttriangle, but the weight loss of this
sample was sufficient to bring it within the comipaity triangle. Upon heating to
1350C, the K gGaysTi» 201, phase decomposed, ang4Ga.14Ti1 607 formed®® The
Ko.sGaygTi2 2012 phase is isostructural with the N&ay sTi2 2012 phase (Figure 3.2 b),
which is reported to be unstable above 250

3.4.2. Computer simulations of@ay+xTi11-xOs

Table 3.V summarizes the structural parametersnaintmized lattice energy of
GaTiOg and its alkali-containing derivatives. Simulatetice parameters and atom
positions of Na-Ga:7Tio.s0s agreed with those reported by Chandrashekal® The
simulated lattice parameters of the metastable yh@gTiOg, are in good agreement
with those reported by Bursill and StoffeComputer simulations were also conducted to
investigate Ga-Ti site mixing in GEOg and NaGas+xTi11xOs. In all cases, site mixing
resulted in an increase in lattice energy (not stjpwhereby confirming that atom
assignments shown in Table 3.V are favored. Ttiedaenergies of the alkali-containing
derivatives are higher than that of the parentcstne. Lattice energy and unit cell
volumes increase with increasing size of the alkatiion.

In an attempt to provide insight as to whyoMaa, 7Tip30s forms and why
LixGayxTi1x0s, and KGay«Ti1-xOg do not, simulations were conducted to compare the
lattice energies of the intergrowths to the weighseim of the lattice energies of the
component single oxides and to the observed miXxexke assemblages. The lattice
energies used in these calculations are summairiZzeable 3.VI.

The lattice energy of G&iOg is compared to those of two compositionally
equivalent mixtures in Table 3.VII. The latticeeegy calculations suggest that a mixture
of Ga0Os and TiQ in a 2:1 molar ratio (-423.49 eV) is preferred othee formation of the
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Table 3.V. Structural Parameters and Lattice Bhefdsa,TiOg and A 7Ga;7Ti0.20s

Phase and Atom Positions Bond Valence Sum
Lattice (Obtained/Expected)
Parameters

Site X \ Z
Ga,TiOg Til 0.0000 0.0 0.0000 4.30/4.00
a=11.8000 A Gal 0.2422 0.0 0.6373 2.94/3.00
b=3.1480 A Gaz2 0.4549 0.0 0.2855 3.08/3.0
c=9.4175 A 0O1 0.1663 0.0 0.2171
B=125.6718 02 0.3535 0.0 0.5348
V=284.1796 R 03 0.4584 0.0 0.0938
S.G.=C2/m 04 0.1056 0.0 0.6888
Lattice Energy
=-422.66 eV
Lig7Gas7Tig30sg Lil 0.2288 0.0 0.0281
a=12.0573 A M1 0.0000 0.0 0.0000 3R
b=3.0764 A Gal 0.2445 0.0 0.6450 2.96/3.00
c=9.2689 A Ga2 0.4754 0.0 0.3036 3.10/3.00
B=122.4054 0o1 0.1640 0.0 0.2187
V=290.2711 R 02 0.3493 0.0 0.5273
S.G.=C2/m 03 0.4505 0.0 0.0927
Lattice Energy o4 0.0927 0.0 0.6850
=-403.25 eV
a=12.1515 A M1 0.0000 0.0 0.0000 3.303.
b=3.0772 A Gal 0.2449 0.0 0.6465 390
c=9.2580 A Gaz 0.4783 0.0 0.3081 3.09/3.00
p=122.1460 01 0.1665 0.0 0.2160
V=293.1047 R 02 0.3478 0.0 0.5262
S.G.=C2/m 03 0.4570 0.0 0.0990
Lattice Energy 04 0.0980 0.0 0.6810
=-402.63 eV
a=12.3230 A M1 0.0000 0.0 0.0000 3.23/3.30
b= 3.0706 A Gal 0.2451 0.0 0.6483 2.85/3.00
c=9.2516 A Gaz 0.4837 0.0 0.3155 3.07/3.00
p=121.712% o1 0.1706 0.0 0.2114
V=297.8072 R 02 0.3449 0.0 0.5245
S.G.=C2/m 03 0.4677 0.0 0.1093
Lattice Energy 04 0.0925 0.0 0.6725
=-401.49 eV

M1 = mixed occupancy Ti/Ga = 0.7 / 0.3; Lil, Nal, andd€tupancy = 0.35. All other species at full

occupancy
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Table 3.VI. Minimized Lattice Energies of Obsenaat Component Oxides

Phase L attice Energy Structure
(eV per formulaunit) Reference
GaO3 -153.83 [12]
TIiO, -115.83 [19]
Li,O -28.40 [21]
NaO -24.90 [21]
K20 -24.19 [20]
GaTiOs -266.90 [14]
LiGasOg -399.93 [18]
Ko.gGau gTi22012 -629.45 [8]
K2.56G82034.28 -1650.49 [17]

Table 3.VIl. Comparison of the Lattice of EnerdyGa,TiOgto Compositionally

Equivalent Mixtures

Phase

L attice Energy
(eV per formula unit)

Ga4T|08

2Ga0s+ TIiO,
GaTiOs+ Ga0Os

-422.66
-423.49
-420.73
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GayTiOg intergrowth (-422.66 eV). These results are ireament with the experimental
results reported by Lejéfswvho reported that Ti©and GaOs are the only phases stable in
the GaOs-TiO, system below ~ 116Q.

Figure 3.4 shows the calculated lattice energidsi@a.xTi1.xOg in comparison
to compositionally equivalent mixtures. The ladtienergy of the component oxides,
Ecomp and the lattice energy of the observed oxidess Bere calculated as:

Ecomp = g ELiZO +4L2X EGaQo3 + (1_ X)ETio2 3

4—4xE

Eobs = XBliao, 5 Foao,

obs

+ (1 - X) ETio2 (4)

In general, the lattice energy ofiGau+xTi11xOgis 1.5 — 4.0 eV greater than either
a mixture of Gg0s, Li,O, and TiQ or a mixture of Gg03, GalLiOg, and TiQ. In this
case, lattice energy calculations predict the faoionaof the observed mixture, i.e. the
mixture of Ga0Os;, GaliOg, and TiQ has the lowest lattice energy over the entire
composition range studied.

Figure 3.5 shows the lattice energy ofBas.4Ti1-xOgin comparison to
compositionally equivalent mixtures. The latticeergy of the component oxideS,of,
was calculated as:

Ecomp = g Enao +% Ecao, T (1_ X)ETio2 (%)

The lattice energy of the oxides observed at P@0@ere calculated as:

X 4- 571X 0.7-x

Eobslowx = ﬁ ENe;10_7Ga4_7Ti0_3O8 + T EGazo3 + T ETiO2 (6)
1-X 1667x-1167 333x— 233

Eobshighx = E Nag;Gay7Tig:0s + f EGaZO3 + f Na,O (7)

where Egps low xIS Valid for x<0.7 and Bps nighxiS valid for x>0.7.

For the sodium-containing compositions, the simaolet do not support the
experimental observations. The simulations sugtfestt a mixture of the component
oxides — Gg03, NgO, and TiQ - is preferred over the observed phases. Whée th
simulations do indicate that the observed mixturetmases is preferred over a single
intergrowth phase for ¥ 0.7, the concurrence of the lattice energies efititergrowth

and the observed phases at x = 0.7 is not pantigudgnificant since Ng:Ga 7Ti0.30s
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was a component in the observed mixture. The livegar increase in lattice energy with
increasing x does not provide a ready explanatsoto avhy the intergrowth forms with x
10.7.

One possible explanation for the discrepancy betwee observed and predicted
phases in the N&-Ga03-TiO, system is that the static lattice energy calcoiteti
conducted in this study do not consider the coutigims of entropy and temperature to
the free energy of the system. In the structuth@®BGR derivative, sodium resides on a
site that is only partially occupied and one of fitzenework cation sites has mixed Ga/Ti
occupancy. The configurational entropy resultirggrf site mixing (per formula unit) can
be expressed in terms of x as:

AS,., = —k| xIn(x)+(1- x)In(l—x)+ZEIn[gj{l—éjln(l—gjﬂ (8)

2

By taking the derivative of this expression andisgtit equal to zero,

dAS,, NG

T:—klnmzo - x=0667 9
one can show that the maximum configurational ¢mtroccurs at x = 0.667, near the
reported stable composition of X 0.7. However, the AS term associated with the
configurational entropy, which is approximately @¥ at 1273 K, is not sufficient to
compensate for differences in lattice energy aneijain the formation of the observed
phase. Another possible explanation for the dismey between the predicted and
observed phases is that the model does not conpiossible association energies
between sodium and the framework ions.

Figure 3.6 shows the lattice energy gf3&s.xTi1«Os compared to that of the

compositionally equivalent mixtures. The lattezgergy of the component oxidesok
was calculated as:

X 4+ X
comp_EEKZO +

2

For the KO-Ga0s-TiO, system, the observed phases changed with overalbasition

E EGaZO3 + (1_ X)ETiOZ (10)

and temperature. The lattice energies for thergbdephases at 120C were calculated
according to Egs. 11-13, whergpkowxis for x<0.267, BpsmiaxiS for 0.267< x <0.579,
and Bps,highds for 0.579< x <0.7.
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X 4-5x

Eobslowx = ﬁ EKaO_BGaA,BTiZZO12 T EGazO3 + (1_ 3'75)()ETiO2 (11)
1-x 136x-0.364 494- 853x
Eobsmidx = E EKao.sGa4.8Ti2.2012 + 2—56 K 2565870348 + # EGaZO3 (12)
1-x 182x- 318 0.994x-0.575
obs highx = E KapgGaygTiz O T K 256582203428 2 EKZO (13)

As in the case of the sodium-containing system, dimeulations do not support the
experimental observations. The simulations sugdbat the mixture of single-
component oxides is preferred over the entire caiipo range. The simulations also
suggest that the intergrowth phase is preferred theeobserved phases at low x values.
The discrepancy between the predictions and obsengasuggests that the model is
inadequate, perhaps because it did not consideefthets of temperature, changes in
entropy, or any association interactions betwedagstum and the host-structure ions.

3.4.3. Computer simulations of Ng&ay gTi1 2010 and Na sGay gTi2.2012

Computer simulations were also conducted to coenplae lattice energies of
reported (Figure 3.2) and BGR-derived (Figure )cstructures with compositions
expressed as NgGaugli; 2010 and N@ gGaygTi2 012. The results are shown in Tables
3.VIll and 3.1X.

The structure of NaGa.sTi12010 reported by Michiueet al® (Figure 3.2a) has
the same composition as the structure derived faonm = 6 BGR intergrowth (Figure
3.1c). Both structures maintain a beta-gallia sitbwcharacterized by a pair of edge-
sharing octahedra and two tetrahedra. In the tegatructure (Figure 3.2a), columns of
edge-sharing octahedra separate beta-gallia sgbumhis arrangement results in eight-
sided tunnels, which host the sodium ions. Inchee of the BGR derivative, columns of
corner-sharing octahedra separate the beta-gatiangts, which results in the formation
of six-sided tunnels.

As shown in Table VIII, the simulated structufeG2/m Na gGay gTi1.2010 IS IN
good agreement with the reported strucfurBhe bond valance sums calculated for both
structures are within 3% of their expected valugBich attests to the validity of the

potential models. The unit cell volume of the B@&ivative is around 8% smaller than
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Table 3.VIII. Structural Parameters and Latticefgy of Ay gGaygTi1 2010

Phase and Atom Positions Occupancy Bond
Lattice Valence Sum
Parameters (Obtained /
¥pected)
Site X y z
Ao_gGa4_gTi1_zolo Nal 0.0000 0.0 0.5 0.57
As reported [4] Na2 0.0000 0.285(58) 0.5 0.12
(Figure 2a) M1 0.26466(5) 0.0 0.62584(5) 0.60100.  3.50/3.60
a=12.093(2) A Gal 0.32353(4) 0.0 0.10149(4) 1.0 3.02/3.00
b=3.0117(5) A Ga2 0.06370(4) 0.0 0.16338(4) 1.0 3.04/3.00
c=10.4134(9) A o1 0.1640(2) 0.0 0.0316(3) 1.0
B=92.29(1Y 02 0.1304(2) 0.0 0.3244(3) 1.0
Vv=378.94(9) R 03 0.2047(2) 0.0 0.7896(3) 1.0
S.G.=C 2/m 04 0.3243(2) 0.0 0.4461(3) 1.0
Lattice Energy 05 0.4803(2) 0.0 0.1431(3) 1.0
=-510.39 eV
AosGaygTii 019 Nal 0.0000 0.0 0.5 0.55
Post Na2 0.0000 0.3858 0.5 0.125
Simulation M1 0.2601 0.0 0.6305 0.60/0.40* 3.67/3.60
(Figure 2a) Gal 0.3243 0.0 0.1020 1.0 3.10/3.00
a=11.8984 A Ga2 0.0604 0.0 0.1565 1.0 2.97/3.00
b=3.1189 A 01 0.1636 0.0 0.0262 1.0
c=10.3965 A 02 0.1446 0.0 0.3070 1.0
p=92.2582 03 0.1996 0.0 0.7917 1.0
V=385.5126 R 04 0.3141 0.0 0.4502 1.0
S.G.=C 2/m 05 0.4847 0.0 0.1388 1.0
Lattice Energy
=-513.69 eV
AosGaygTi; 019 Nal 0.1989 0.0 0.8511 0.80
Post M2 0.0000 0.0 0.0000 0.60/ 0.40* 3.70/3.60
Simulation M3 0.5000 0.0 0.0000 0.60/0.40* 3.67/3.60
(Figure 1c) M4 0.5785 0.5 0.3107 0.60/ 0.40* 3.60/3.60
a=10.9060 A Gal 0.0718 0.5 0.2928 1.0 2.93/3.00
b=3.0789 A Ga2 0.1514 0.0 0.5857 1.0 2.97/3.00
c=10.6561 A Ga3 0.2814 0.5 0.1110 1.0 2.95/3.00
$=101.2002 Ga4 0.3238 0.0 0.3969 1.0 3.08/3.0
V=351.0060 & 01 0.3366 0.0 0.0480 1.0
S.G.=P2/m 02 0.0254 0.0 0.1817 1.0
Lattice Energy 03 0.4707 0.0 0.3255 1.0
=-515.93 eV 04 0.6924 0.0 0.3082 1.0
05 0.1366 0.0 0.4114 1.0
06 0.1186 0.5 0.0182 1.0
o7 0.5280 0.5 0.1181 1.0
08 0.2560 0.5 0.2747 1.0
09 0.3406 0.5 0.5108 1.0
010 0.0821 0.5 0.6352 1.0

*All M site occupancies are expressed in the form ofGa/
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Table 3.IX. Structural Parameters and Lattice Byef AqgGaygTi» 012

Phase and Atom Positions Occupancy Bond
Lattice Valence Sum
Parameters (obtained /
expected)

Site X y z
AosGaygTiz010 Nal 0.000000 0.0 0.172(8) 0.40
As reported [6] M1 0.1995(2) 0.0022(6) 0.5 00/ ®.80* 3.14/3.20
(Figure 2b) M2 0.3529(4) 0.2208(6) 0.0 0.8614* 3.97/3.86
a=15.8278(4) A M3 0.000000 0.5 0.5 0.08 26.9 3.11/3.08
b=9.3326(2) A Gal 0.1443(3) 0.2991(5) 0.0 1.0 3.12/3.00
c=2.9981(1) A 01 0.144(1) 0.102(2) 0.0 1.0
V= 44286 R 02 0.295(1) 0.128(2) 0.5 1.0
S.G. = Pbam 03 0.444(1) 0.104(2) 0.0 1.0
Lattice Energy 04 0.092(1) 0.360(2) 0.5 0 1.
=-624.26 eV 05 0.250(2) 0.381(2) 0.0 1.0

06 0.386(1) 0.343(2) 0.5 1.0
Post M1 0.2014 0.0038 0.5 0.20/0.80* 3.21/3.20
Simulation M2 0.3529 0.2171 0.0 0.86/6.14 3.93/3.86
(Figure 2b) M3 0.0000 0.5 0.5 0.08/0.92* 3.13/3.08
a=15.5523 A Gal 0.1403 0.3070 0.0 1.0 3.09/3.00
b=9.2263 A o1 0.1551 0.1081 0.0 1.0
c=3.1205 A 02 0.2968 0.1303 0.5 1.0
V= 447.7569 R 03 0.4422 0.0917 0.0 1.0
S.G. = Pbam 04 0.0908 0.3529 0.5 1.0
Lattice Energy 05 0.2534 0.3794 0.0 1.0
=-627.99 eV 06 0.3804 0.3416 0.5 1.0

*All M site occupancies are expressed in the form ofGa/
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Table 3.IX. (cont.) Structural Parameters andit@atEnergy of AgGaygTi» 01,

Phase and Atom Positions Occupancy Bond
Lattice Valence Sum
Parameters (obtained /
expected)

Site X y z
AosGaygTiz 01 Nal 0.8251 0.5 0.7345 0.80
Post M4 0.0000 0.0 0.0000 0.7332/0.266808.73
Simulation M5 0.5000 0.5 0.0000 0.7332/0.26684883.73
(Figure 1d) M6 0.4212 0.0 0.2655 0.7334/6626 3.82/3.73
a=13.1775 A M7 0.6460 0.5 0.4696 0.7334/0.268633/3.73
b=3.1076 A Gal 0.2788 0.0 0.7739 1.0 2.91/3.00
c=10.5242 A Ga2 0.0635 0.5 0.7478 1.0 2.88/3.00
$=108.2160 Ga3 0.2430 0.5 0.0413 1.0 3.04/3.00
V=409.3728 R Ga4 0.1238 0.0 0.4920 1.0 00&.00
S.G.=P2/m 01 0.0988 0.5 0.0312 1.0
Lattice Energy 02 0.0145 0.0 0.8265 1.0
=-630.46 eV 03 0.2799 0.0 0.1345 1.0

04 0.3876 0.5 0.3629 1.0

05 0.2564 0.0 0.4644 1.0

06 0.0648 0.5 0.4112 1.0

o7 0.1185 0.0 0.6644 1.0

08 0.2235 0.5 0.8623 1.0

09 0.4116 0.0 0.9181 1.0

010 0.2880 0.5 0.6657 1.0

011 0.4312 0.5 0.1499 1.0

012 0.5590 0.0 0.3871 1.0
AosGaygTiz 01 Nal 0.2808 0.0 0.0204 0.40
Post M8 0.4327 0.0 0.2731 0.7334/0.2666r08.73
Simulation M9 0.0000 0.0 0.0000 0.7332/0.2668* 3.79/3.73
(Figure 1e) Gal 0.1973 0.5 0.2250 1.0 2.92/3.00
a=13.3519 A Ga2 0.1457 0.0 0.4855 1.0 3.02/3.00
b=3.0929 A 01 0.1419 0.0 0.1327 1.0
c=10.5180 A 02 0.3313 0.5 0.2054 1.0
B=107.8524 03 0.4715 0.0 0.0996 1.0
V=413.44 R 04 0.0186 0.0 0.3372 1.0
S.G.=C2/m 05 0.2003 0.5 0.3983 1.0
Lattice Energy 06 0.1260 0.5 0.5867 1.0
=-628.21 eV

*All M site occupancies are expressed in the form ofGa/
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the observed C2/m structure. The calculated &#itergy of the BGR derivative (P2/m
structure, Figure 3.1c) is 2.24 eV lower than tfahe reported NagGay gTi1.2010
structure (C2/m, Figure 3.2a), which suggeststti@BGR derivative should be the
preferred phase, excluding possible temperatureanfigurational entropy effects.

Additional simulations were conducted with differéba/Ti distributions on the
cation sites. In all cases, these resulted irméurdecreases in the minimized lattice
energy, but sometimes resulted in larger deviatiorise bond valence sums.

The structure of NaGau.sTi» 201 reported by Michiuet al* (Figure 3.2b) has
the same composition as structures derived fromnthe 7 P2/m and C2/m BGR
intergrowths (Figure 3.1d and e). The reportedcsire of NagGay gTi2 2012 is similar
to the reported structure of hNeSausTi; 010 in that it possesses eight-sided tunnels.
However, it does not retain complete beta-gallidbusits, i.e. two edge-sharing
octahedral flanked by two corner-sharing tetrahedf&de two BGR-derived structures
(Figures 3.1d and 3.1e) both contain hexagonaleisramd complete beta-gallia subunits,
but differ in the way in which the beta-gallia afdOs octahedra (i.e. the rutile
component) are arranged.

As shown in Table 3.1X, the simulated Pbam struetarin good agreement with
the reported structure. The unit cell volumes @ simulated P2/m and C2/m BGR
derivatives are within 2% of unit cell volumes reed for GaTizO:..** The bond
valance sums are within 7% of their expected valuEse simulated P2/m n = 7 BGR
derivative (Figure 3.1d) has a lower lattice enetiggn that of both the C2/m BGR
derivative (Figure 3.1e) and the reported Pbanmctira (Figure 3.2b). Excluding the
effects of temperature and configurational entrdpgse results suggests that the P2/m
BGR derivative should be preferred over both th6TCBGR derivative and the observed

Pbam structure.
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3.5. Conclusions

Lithium and potassium analogs of the reported sudmon conductor
NaGay.«Ti1xOs (x 00.7) did not form via solid-state reaction at 1600356C. Phase
analysis of samples prepared ag3as.x Ti1.xOs and KGay+x Ti1xOg, Wwhere 0.1 «x <0.7
suggest a series of subsolidus phase relationghpsving the following compatibility
triangles: LiGg0g-TiO~Ga0s at 1100 — 135W; Ki56Ga:034.28 —Ko sGay gTi2 01—
Ga0; and KgGaygliz 012 —TiO-Ga0Os at 1200C; and KseGapoOss.2e-
Ko.14G&.14Ti18607—Ga0szand Ko 145a.14Ti1 8607~ TiO—~GaOs at 1350C

The sodium ion conductor Naay.x Ti1-«Os, Which is structurally related to the n
= 5 member of the C2/m beta-gallia-rutile intergtiovgeries, formed via solid-state
reaction over the temperature range 1000 — AB50This phase appears to exist as a
compound (or perhaps a very limited solid solutiovijn x O 0.7. Another phase,
expressed as Naas+,Ti2.,O10, formed via solid-state reaction in the tempetange of
1050 — 12568C, but was not obtained as a phase-pure sample. pfiase assemblages
observed in this sample are consistent witho &y ;Tip30sTiO-Ga0Os; and
NayGau+yTi2yO10-Nay 7Gau. 7 Tig 30s—TiO, compatibility triangles providing that y > 1.0.

Computer simulations were used in an attempt tdipréexplain) the preferred
phase assemblages. In the case of th®4HO, and the LiO-Gg0s-TiO, systems, the
calculations were in agreement with the experimeoibgervations. In the case of the
sodium and potassium-containing systems, the canitulations did not support the

experimental observations.
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4. An Atomic Force Microscopy Study of the Interaction of DNA and
Nano-Structured Beta-Gallia Rutile.

Abstract

The ability to attach DNA molecules to solid plarsarbstrates is desired for
imaging the molecule and for building DNA-mediatehostructures. The deposition of
DNA on [001]-rutile and beta-gallia rutile (BGR) ksitrates from buffer solutions
containing various divalent cations was studiedngistapping mode atomic force
microscopy. Beta-gallia rutile intergrowths wereegared by spin-coating gallium
isopropoxide onto [001]-oriented Ti®ingle crystal slabs and heating above 1%56or
>24 hours, resulting in the formation of intergrovines along the {21Q)planes in the
parent rutile structure. Rutile and BGR intergrowtbstrates were exposed to various
buffered solutions containing DNA and the followidyalent cations: Ca (Il), Co (ll),
Cu (1), Fe (1), Mg (1), Mn (II), Ni (I1), and Zn(11)). Of all the cations examined, only
Ni (Il) resulted in the attachment of DNA on theilel surfaces. DNA attachment to
BGR surfaces was strong enough to allow AFM imagiitgen the deposition buffer
contained one of the following cations: Co (1), NI§, Mn (1), Ni (1), and Zn(ll). For
all of these cations, DNA attachment occurred pesigally, but not exclusively, along
BGR intergrowth lines. When buffers without catiadditions and those containing Ca
(1), Cu (I) and Fe (Il) were used, DNA failed tund to the BGR surfaces strongly
enough to allow AFM imaging. The mechanism(s) ok DNA attaches to the BGR
surface are not well understood but may involveitlverporation of divalent cations at
the tunnel sites of the BGR intergrowths.

4.1. Introduction
The ability to attach DNA molecules in patternedaagements on solid planar
substrates is desired for building DNA-mediatedasainuctures for optical and electronic

devices. A variety of techniques, most involvihg tcovalent bond between sulfur and
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gold, have been reported for attaching DNA to an@lasubstrate. Typically, these
techniques require the functionalization of DNA hwithiol or disulfide groups and
sophisticated manipulation methods for fabricapagerns->

The attachment of DNA to planar substrates is edspired for AFM studies of
the biomolecule. Mica has emerged as the prefaubdtrate for such studies because of
its flatness.  The attachment of DNA to mica acek is significantly aided when the
deposition buffer contains divalent or multivaleattions; where varying cation species
and cation concentration has been shown to akebitiding of DNA to the mica surface.
614 Thundatet al. observed the attachment of DNA to mica surfaciés WFM in air
when the mica was chemically modified with Co (L (II), Mg (Il), and Zr (IV) and
noted that superior images were recorded with ikaleht specie$® Hansmaet al.
investigated AFM imaging of DNA bound on mica in agueous buffer, where DNA
was firmly attached in the presence of Ni (I1), @, and Zn (I1)}* The mechanism by
which DNA is attached to mica surfaces in the pneseof divalent cations is not well
understood; however, it has been suggested thstiatingraphic sites, often referred to as
cavities, on the mica surface may play a rolehak been speculated that divalent cations
sitting in the surface cavities act as an electasbridge between the negatively charged
mica surface and phosphate backbBffé. The amount of DNA adsorbed on mica can
be roughly controlled, but without additional sweafunctionalization, the molecules
attach randomly to the surfate'®

In this work, we report on the attachment of DNAReta-gallia rutile (BGR)
substrates. We have selected BGR substrates lgett@ispossess features which, with
further development, may enable the self-assembNA in patterned arrangements
without the need for sophisticated manipulationhiggues. BGR substrates possess
surface sites which may facilitate the binding A and which align to form patterns
related to the material's crystal structure. Bgddlia rutile intergrowths form when
gallia (GaOs) subunits are inserted into [001]-oriented rufiléO,) along {210} planes.
The lattice mismatch between the two crystal stmas leads to the formation of one-
dimensional tunnels aligned along {21@nd running perpendicular to the rutile surface.
These tunnels are approximately 2.5 A in diametaking them a suitable host for a
small to medium sized catioh$. The separation of beta-gallia regions can berothed
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by the ratio of gallium to titanium which is goverhby the formula Gain.4Ozn.2.1%’

As an example, Figure 4.1 shows the n = 25,71G&45) member of the intergrowth
series. By increasing or decreasing the n value,distance separating the rows of
tunnel-rich beta-gallia regions increases or desmgarespectivel§’. At low n values, the
BGR intergrowths are considered compounds thatdatnctly different phases from
rutile and beta-gallia. At higher n values, theergrowth structures are often viewed as
linear defects in the rutile structure. Incorpmatof cations in the tunnel sites has been
observed. For example, the structure of the onmedsional ion conductor
Nay /Gay. 700505 can be viewed as a derivative of the n = 5 BGRcttire (GarliOsg) by
replacing a portion of the Ti cations with G& and inserting an equal number of'Na
cations in the tunnel sité&2®

Based on cation / DNA interactions observed on nscafaces, we have
speculated that incorporation of divalent catiorcsps at the tunnel sites may provide
preferential locations for DNA attachment. The amthis work was to examine the
validity of that speculation. Herein, the obserugtgraction of DNA with BGR surfaces

in the presence of divalent cations via AFM is migad.
4.2. Experimental Procedure

Single crystal TiQ (001) oriented substrates (5 x 5 x 0.5 mm) wetaiobd from
MTI corp. (Richmond, CA). To prepare the BGR sudnsts, a gallium isopropoxide
solution (0.15 M) was prepared as described byet al.?° and applied to the surfaces of
the rutile substrates via spin coating for 25 sdsoast 2500 rpm. The coated substrates
were dried for 24 hours prior to heating. Initedperiments were performed on two
samples to determine the appropriate heating cyolderm suitable BGR substrates.
Additional samples were heated at 3Q0for 3 hours, then at 13%D for 96 to 480 hrs.

A 1 g/ ul, 100 base pair (bp), DNA ladder (Invitrog&arlsbad, CA) containing
double stranded DNA molecules of 16 sizes (randiiom 100 to 1500 bp and 2072bp)
was diluted to 0.5 ngyl in buffers of 10 mM HEPES (4- (2-Hydroxyethylygrazine-1-
ethanesulfonic acid), pH 7 and 1 mM concentratmngrious salts (CaglCoCl,
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(210) intergrowth line

R-Gallia < /N
subuni -

A,

Figure 4.1. Projection of the [3-gallia rutile (B&10.g) structure along [001] of the
parent rutile structure, after Ref. [24]. T-dimensional projections of Tictahedr
are shown in gray. Projections of Ga@@tahedra and Ga@etrahedra are shown in

black.
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CuClh, FeC}, MgCl,, MnCl,, NiCl,, and ZnCj). A blank sample, containing no salt
additions, was also prepared.

BGR and rutile substrates were exposed to the Diffebsolutions using several
different application methods and imaged using a&ofarce microscopy. Initially,
samples were prepared by exposing the substrat2@ tbof DNA buffer solutions for
10 minutes. The sample surfaces were dried viaimgc with filter paper, and
compressed air. A second series of samples watspfietreated with a 10 mM divalent
salt solution for 5 minutes, rinsed with distillegter, then exposed to 20 of DNA
buffer solutions for 10 minutes before wicking add/ing. For the third series of
samples, 2@l of DNA buffer solution was applied to BGR surfacand allowed to dry
completely prior to imaging. A fourth series wamducted, where the volume of buffer
was reduced to 10l and applied to both salt-pretreated and untre®@&@R surfaces.
Following AFM imaging, the dried 10l samples were rinsed with distilled water and re-
imaged.

Atomic force microscopy was performed using a Naope llla instrument
(Digital Instruments, Santa Barbara, CA). All intagy was collected in tapping mode
using silicon cantilevers (132dn long, Vecco Nanoprobe, Santa Barbara, CA) argha s
rate of 1.25 Hz. For each sample, an origin wésctsd and the surface was mapped
with Cartesian coordinates. Mapping the sampléasarallowed re-imaging of the same

area following different surface treatments.
4.3. Results and Discussion
4.3.1. Beta-gallia rutile synthesis

To determine the heating conditions required toitalbbe suitable BGR substrates,
trials were conducted on two samples. The firstRB@st sample (Sample A) was
imaged after sequentially heating it at increasergperatures ranging from 900 to 1350

°C for 24-96 hours, as shown in Figure 4.2. Intangh formation, as evidenced by the

formation of lines along the {210planes, did not occur until the sample was heated
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{210}, intergrowth regions

Figure 4.2. AFM height images (10 x fh) of a) bare single crystal [001] TiQz
range: 100 nm), b) BGR fired at 980 for 24 hrs (z range: 100 nm), c) BGR fired at
1100°C for 24 hours (z range: 100 nm), d) BGR fired 26A°C for 96hrs (z range:
100 nm). No {210} intergrowth regions were observed until reachiB§arC.
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1350C. The chemistry of the BGR sample surface wadirtoed using Auger electron
spectroscopy. As shown in Figure 4.3, gallium whserved primarily along the {210}
intergrowth lines, which can also be observed bgnemg electron microscopy. In
general, the intergrowth lines were randomly oeenalong {210} planes, but in some
regions, a relatively uniform parallel alignment tbe intergrowth lines was observed
(Figure 4.4). Parallel alignment was predominaothgerved in areas adjoining surface
cracks. The nature of the surface cracks is ndit wwelerstood, but we speculate that
elevated levels of gallium oxide deposited in thecks may act as a continuous source of
gallium oxide that promotes parallel orientation tfe intergrowth lines. The
micrographs in Figures 4.3 and 4.4 demonstrateptitential for achieving patterned
arrangements of intergrowth lines on the BGR s@fac

A second test sample (Sample B) was heated at A3%Md imaged by AFM at
sequential periods of time. As illustrated in Fig4.5, the relative density of observed
intergrowth lines initially increased and then d=sed with continued heating. The so-
called relative density of intergrowth lines wagedlmined by measuring the lengths of
{210}, intergrowths in a 1@um x 10um scanned area at eight different positions across
the sample surface, averaging the measured lemgtdsnormalizing the data to that of
the images with highest line density. Thus, theximam line density is shown to be
unity. The error bars in Figure 4.5 represent stendard deviation of the eight
measurements made for each condition.

One possible explanation for the trend observe&&mple B (Figure 4.5) is that
spin coating may initially produce an inhomogenedigsribution of GaOs on the rutile
surface. If this is the case, surface diffusioniclvhs generally faster than bulk diffusion,
will dominate initially and result in an increasethe density of BGR intergrowth lines
across the surface. As £&m becomes uniformly distributed across the surfdbe,
driving force for surface diffusion will diminishulk diffusion will begin to dominate;
and the density of intergrowth lines will decreaseGa0Os is transported into the bulk of
the TiQ, crystal. (The observed defects lines are thesedfdefect planes which extend
beneath the surface.)

Figure 4.5 also includes data from Sample A cadléctfter it was heated at 1350
°C. In this graph, the first data point for Samples shown at 323 hours, corresponding
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{210}, intergrowth regions

Figure 4.3. a) SEM micrograph of BGR surface, dndiuger electron spectroscopy
overlay of (a), which identifies presence of Gaght) residing along {210}
boundaries along [001] T¥Xurfaces, confirming the surface chemistry.
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Figure 4.4. Preferential alignment of intergrowtiundaries observed in: a) AFM
height image (10 x 10m) of BGR fired at 1356C for 96 hours (z range: 100 nm), b)
AFM height image (10 x 10m) BGR fired at 1356C for 132hrs (z range: 100 nm).
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Figure 4.5. Relative {21Q}ine density as a function of heating time. Sanipiwas
heated at 1358C. Sample A was initially heated at 900 — 180(data not shown),
then heated at 135C (data shown).
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to 227 hours at temperatures between 9D0Gnd 1300°C plus 96 hours at 1351C.
Considering the difference in initial heating cdmahs of the two samples, one would not
necessarily expect the data for Sample A to coatihe trend observed for Sample B as
is suggested by Figure 4.5. Nevertheless, therappagreement between the two data
sets may reflect the role of surface diffusionha early-stages of the process. Typically,
surface diffusion has a relatively low activatiameegy compared to bulk diffusion, thus
initially heating at different temperatures may hatve significantly affected the rate at
which GaOs; was distributed across the surface. Perhaps tis¢ important observation
regarding the data of Sample A is that the numdemirgrowth lines appears to
approach a constant level with increased heatsgs # be expected for diffusion from a
finite thin-film source.

The majority of BGR substrates used for DNA attaehtrstudies were fired at
900°C for 3 hours, then at 13%D for 96 to 480 hrs. This resulted in substratih an
RMS roughness of ~ 1.5 nm, as determined by theageeof several 2 x gm AFM
scans. This is approximately 5-6 times the roughmeeasured for bare mica substrates

using the same technique.

4.3.2. DNA attachment studies

A number of different application methods were lexgd as a means of
depositing DNA on BGR and [001]-rutile substrate$he results of these trials are
summarized in Tables | and 1.

BGR and rutile substrates were exposed t@l2if DNA buffer solutions for ten
minutes and dried by wicking with filter paper amith compressed air. With the
exception of BGR substrates exposed to Ni (Il) sohs (Figure 4.6), attachment of
DNA was too weak to allow AFM imaging. A second ¢ wicked samples was
prepared in which substrates were pretreated i@ minutes with the various salt
solutions. Again, attachment was only observe@GiR substrates in the presence of Ni
(Il) cations. In both cases, DNA attached randootythe BGR surface, showing no

preference for the intergrowth regions. DNA did attach to the rutile substrates. For
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Table 4.1. Summary of DNA Attachment to BGR Suédsc

Amount of DNA Attached
Solution Surface Cation 8ar Bare BGR Pretreated Pretreated
Applied () Exposure Addition BGR (Ringed BGR BGR (rinsed)

20 Wicked none no  ------- no -
20 Wicked Ca (I) no - ---—--—--- no -
20 Wicked Co (I no - ------- no -
20 Wicked Cu (D) no - -------- no - -
20 Wicked Fe () no - -----—--- no -
20 Wicked Mg (II) no - --—------ no - -
20 Wicked Mn (1) no - --—----- no -
20 Wicked Ni (I1) yes trace yes trace
20 Wicked Zn (1) no - -------- no -
10 Dried none no  ------—-- no -
10 Dried Ca (Il no - ----—---- no - -
10 Dried Co (I yes trace yes trace
10 Dried Cu (I no - --—------ no - -
10 Dried Fe () no - -------- no -
10 Dried Mg (Il) yes trace yes trace
10 Dried Mn (I1) yes trace yes trace
10 Dried Ni (I1) yes yes yes yes
10 Dried Zn (1) yes trace yes trace
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Table 4.11. Summary of DNA Attachment to TiSurfaces

Amount of DNA Attached
Solution Surface Cation @Bar Bare TiQ Pretreated Pretreated
Applied () Exposure Addition TiQ (Rinsed) Ti©O TiQ (rinsed)
20 Wicked none no - no e
20 Wicked Ca (I1) no  -------- no -
20 Wicked Co (II) no - no -
20 Wicked Cu (I1) no - no -
20 Wicked Fe (Il no  -------- no e
20 Wicked Mg (Il) no - no -
20 Wicked Mn (11) no - --—----- no e
20 Wicked Ni (11) no  -------- no -
20 Wicked Zn (1) no - no -
10 Dried none no  -------- no -
10 Dried Ca (Il) no  -------- no -
10 Dried Co (1) no - no e
10 Dried Cu (Il) no  ------- no -
10 Dried Fe (11) no - no e
10 Dried Mg (Il) no - -------- no -
10 Dried Mn (I1) no  -------- no -
10 Dried Ni (I1) yes trace yes trace
10 Dried Zn (1) no - ------- no -
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DNA molecule {210}, intergrowth region

Figure 4.6. AFM height image (1 x um, z range: 10 nm) of DNA molecules boi
to a BGR surface. The DNA / Nigbuffer was exposed to the BGR surface for 10
minutes, then wicked with filter paper and allowediry.
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most of the solutions examined, the force of attaaft between the substrate and the
DNA molecule was too small to overcome the fordesioking. Additional experiments
were prepared with solutions deposited for permd20 and 30 minutes prior to wicking,
but similar results were obtained.

To allow a greater amount of time for DNA interant with the surface and to
avoid the forces associated with wicking,i2@liquots of the DNA buffer solutions were
allowed to dry completely on the BGR substratese d@ried 2Qul aliquot masked most
of the BGR surface features and prevented imagifgNA attachment, if any. Figure
4.7a shows the edge of the dried salt coating eBtBR surface. The samples were then
gently rinsed with distilled water, allowed to dapd re-imaged. Little to no DNA was
observed on these sample surfaces. Occasionaily, idolecules were observed on the
sample surface bound to surface irregularitiesietpetl to be undissolved salt (Figure
4.7b). Portions not in direct contact with irregpities appear to be pulled in the direction
of the receding meniscus, as shown in Figure 4.7b.

Next, the amount of DNA buffer solution appliedth@ substrates was reduced to
10 pl.  Unlike the 20ul trials, dried 10ul aliquots allowed imaging of the underlying
substrate. As shown in Figures 4.8a-e, DNA wastostrongly enough to the BGR
surfaces in the presence of certain divalent caadts (CoCl, MgCl,, MnCly, NiCl, and
ZnCl) to allow the imaging of the attached moleculeBNA molecules were not
observed in systems when CgQCuCh, and FeCl additions were incorporated. For
TiO, substrates (both bare and pretreated), attachiwmiem™NA to TiO, was only
observed when buffers contained Ni (I) ions (Feydr9).

When using buffers with no salt additions (blank&FEM images showed no
evidence of attachment on bare or even salt-ptettesurfaces. In the absence of a
divalent cation, the attachment force between DA the BGR surface was insufficient
to withstand wicking, rinsing, and tip forces. Timal result validates the importance of
the salt additions in contributing to the attachtm@rDNA to the BGR surface.

To quantify whether or not DNA was preferentiallftaghing to {210}
intergrowth lines in the presence of divalent aaiothe density of DNA molecules
attached to {210} intergrowth lines was compared to that of the dgnsf DNA
molecules crossing the equivalent length of lineswth randomly across the AFM image.
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Figure 4.7. a) AFM height image (50 x p, z range: 300 nm) of the edge of a
buffer coating on a BGR surface. b) AFM height imd800 x 900 nm, z range:

6 nm) of a washed BGR surface where DNA molecute®lbeen pulled in the
direction of a receding meniscus (white arrow).
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boundaries

Figure 4.8. AFM images (1 xidm) of DNA attached to BGR surfaces in the
presence of a) Co (1) (phase image, z rang®) b) Mg (Il) (phase image, z range
40%), c) Mn (Il) (height image, z range: 10 nm), d)(N) (phase image, z range:
30", and e) Zn (ll) (phase image, z range?)&@tions.
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Figure 4.9. AFM image (1 x dm) of DNA attached to a [001]-oriented single cayst
TiO, surface in the presence of Ni (ll) (height imageange: 15 nm).

81



In this context, the density of DNA molecules idided as the number of molecules per
micrometer. The random lines were selected byipga@n orthogonal grid with
sequentially numbered grid lines, 1.25 mm apaxp ahe AFM image and using a
random number generator to pick an appropriate eurobgrid lines, along which DNA
counting would be conducted. For each image, éimelom-line counting was repeated
eight times and averaged. Intergrowth-line andloamline counts were made for all
images collected and averaged to yield the refuitthe different cations examined. The
number of images collected typically ranged from@@0, except for those collected for
Mn (Il)-treated samples system where only 3 imagee available for counting.

Figure 4.10 compares the average density of DNAtsmlialong the {21Q}lines
to the average density counted along random linethé AFM images. Significant
variations are noted in the counted data, which lwarattributed in part to problems
associated with properly discerning long, singldeooles of DNA from linked and/or
aggregated smaller molecules. Moreover, the roesfhrof the substrate hindered the
identification of DNA molecules in images with largcan sizes. Despite the large
variations, we conclude that DNA attaches prefeaéint although not exclusively, along
the intergrowth lines since the density along mmewth lines was consistently higher
than that along the random lines for all of theiaret that facilitated DNA binding to
BGR surfaces, i.e. (Co (Il), Mg (1), Mn (1), Nilj and Zn (II)). The two smallest two
cations tested (Ni (1), and Mg (1)) yielded samplwith the highest DNA densities, but
there was no apparent relationship between theedeafrpreferential attachment and the
size of the cations.

Of all the cations examined in this study, Ni (Was the most effective in
binding DNA to the substrate surfaces. Among theking trials on BGR substrates,
only those prepared with Ni (ll) salts showed etk of DNA attachment. For dried
samples, only those prepared with Ni (ll) display&gdsignificant amount of DNA
attachment after rinsing. Moreover, Ni (II) wase tbnly cation tested that promoted
significant DNA attachment to [001] Ti&ubstrates. The Ni (1) cation was also found to
be the most effective in binding DNA to mica sugacwhich was attributed to the

cation’s size and relatively high hydration entlyaip
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Figure 4.10. A comparison of the density of DNiFaehed to{210} intergrowths
(solid bars) to the density of DNA observed aloagdom lines along the surface of
BGR substrates (dashed bars) for different divatation. Data suggests a
preference of DNA to attach along {2 regions.
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As mentioned previously, DNA attachment was raotevved on BGR substrates
when Ca (ll), Cu (ll), and Fe (Il) were used as dinaalent cation. Calcium (ll) was the
largest cation investigated in this study, withianic radius of 0.99 A compared to a
range of 0.69 - 0.83 A for the other catidfhs.In studies of DNA attachment on mica,
Hansmaet al. reported similar results and suggested that Gav@dk too large to occupy
mica cavities Cu (Il) and Fe (Il) ions possess ionic radiihiit the range of cation
radii observed to promote DNA binding to the BGRface, suggesting that factors other
than cation size influence attachment. Hanstal. reported previously that buffers
containing Cu (I1) additions led to lumps of DNAsiead of strands on mica surfaés.
Other studies have shown that Cu (Il) and Fe @hsi can cause chain mutation,
cleavage, and denaturatidh® all of which could negatively influence the moléssi
ability to bind to a solid surface.

The mechanism(s) responsible for binding DNA to BGR surface is not yet
well understood. As mentioned previously, tunntdssalong the intergrowth lines are
suitable hosts for small-to-medium sized catiombe preferential attachment of DNA at
the observed intergrowth lines provides some evideto support the notion that a
divalent cation residing at the tunnel site maylitate binding, e.g. via an electrostatic
bridge as has been proposed previotly. It is interesting to note that, except for the
deposition solutions containing Ni (1), DNA did hattach strongly enough to rutile
substrates to allow imaging but was observed ontike portion of the BGR substrate.
It is possible that isolated tunnel sites or vergrsintergrowth lines cannot be detected
by AFM imaging and that the apparent binding onrtitde portion of the BGR actually
involves a tunnel site, but more evidence is reguto support this notion.

4.4. Conclusions

BGR intergrowth substrates suitable for DNA dttaent studies can be prepared
by spin-coating gallium isopropoxide onto [001]esried TiQ single crystal slabs and
heating above 135%. This generally results in the random orientaind intergrowth
lines among different members of the {21&mily of planes. In some instances, the
parallel alignment of the intergrowth lines was eted, but the factors that result in
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such arrangements are not well understood. Fudéeslopment of the process will be
required to achieve controlled intergrowth arrangets, i.e. patterned substrates.
Additionally, methods to achieve a flatter, smooth@face are desired.

The deposition of DNA on [001]-rutile and BGR swuda from buffer solutions
containing various divalent cations was studiedf alD the cations used, only Ni(ll)
facilitated the attachment of DNA on rutile, albéit very small quantities. DNA
attachment to BGR surfaces was strong enough ttwalFM imaging when the
deposition buffer contained one of the followingi@as: Co (Il), Mg (II), Mn (1), Ni
(1), and Zn (ll). For all of these cations, DNAtachment occurred preferentially, but
not exclusively, along BGR intergrowth lines. WHarffers without cation additions and
those containing Ca (lIl), Cu (ll) and Fe (Il) waseed, DNA failed to bind the BGR
surfaces strongly enough to allow AFM imaging. Thechanism(s) by which DNA
attaches to the BGR surface are not well understoodmay involve the incorporation
of divalent cations at the tunnel sites of the Bi@tergrowths.
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5. The Attachment of DNA to Beta-Gallia Rutile Surfaces as a Function
of DNA Solution Age.

Abstract

Beta-gallia rutile (BGR) substrates provide surfa@apable of preferentially
binding DNA along {210} intergrowth boundaries when in the presence ofauser
divalent cations. The site-specificity of bindiagd tailor-ability of the separation and
orientation of {210} boundaries could enable BGR surfaces to be ussdlzdrates for
nano-electronic, biologic, and mechanical devicB§A solutions containing additions
of different divalent cations and varied aging wedeposited on BGR surfaces, which
were then scanned with the atomic force microscope.dramatic decrease in the
concentration of DNA bound to BGR surfaces was olesk as the DNA solution age
increased. Aged DNA solutions also failed to yislgnificant bands when evaluated
with gel electrophoresis. The results suggest BIdA solution age is an important

variable influencing DNA attachment to BGR surfaces

5.1. Introduction

Large scale-development and processing of bottonapproaches to nano-
molecular-devices require unique substrates tha& eapable of being quickly,
reproducibly, and controllably patterned at theasmale’? In addition, the patterned
regions will need to possess a predilection tochtt@olecules selectively in a tunable
manner. A number of current methods to generatdtempad surfaces involve
lithographic and probe-based techniques, whichlmamoo expensive, cumbersome, or
time consuming to adequately scale®Up.We are investigating the capability of beta-
gallia rutile (BGR) intergrowth structures to seras substrates possessing inherent

pattern-ability of regions able to preferentialtjegeh DNA (Figure 5.1).
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DNA
molecules

{210}, boundaries

Figure 5.1. a) AFM phase image (1.75 x 1ui% z-range: 19 demonstrating the
preferential attachment of DNA along {210ptergrowth boundaries of a BGR
surface. DNA solution contained 5mM addition of Mg
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Beta-gallia rutile possesses a controllable serfatucture governed by the
formula: GaTin4Oznz (where n is 9-51 and odd}> When gallia diffuses into [001]-
oriented rutile, beta-gallia subunits insert selety along {210} planes. The lattice
mismatch between the two crystal structures leadtd formation of one dimensional
tunnels aligned along {210and running perpendicular to the rutile surfaéégure 5.2
is an AFM image and accompanying polyhedra modeal BGR structure. Increasing or
decreasing the ratio of gallium to titanium (theatue), alters the distance separating the
rows of tunnel-rich beta-gallia regions providitg tailor-ability to the BGR substrate.

The tunnel sites found along the {210boundaries of BGR surfaces are
approximately 2.5 A in diameter, appropriate fosrmall to medium sized cation to
occupy. We have observed that DNA molecules peetally bind along the {210}
boundaries and speculate that the attachment it by the insertion of divalent
cations in the tunnel sité8. A similar interaction is observed when DNA birtdsmica
surfaces utilizing divalent cations, but here the hature of binding is not completely
understood’?’

Understanding the binding interaction is the key tte development of
controllable DNA attachment to suit a given applma A recent study described
stronger DNA to BGR binding behavior when DNA bué@é solutions contained Ni (I1)
cations instead of Co (I1), Mg (I1), and Zn (). Data obtained from this previous study
possessed a considerable degree of variation, pesumgesting an ignored factor(s) was
influencing the interaction. The focus of thisdtus to investigate the influence DNA
solution age has on the attachment of DNA to BGRases. A better understanding of
the variables controlling this interaction couldideto the development of a substrate

capable of supporting micro- and nano-scaled mtde@onstructs.
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{210}, boundary {210}, boundary

Figure 5.2. a) AFM image (1.2 x 1uPn, z-range: 10 nm) of a bare BGR surface.
Bright linear region is a {21Q}intergrowth region. b) Projection of the outlihe
section (in ‘a’) of the BGR structure along [00%]parent rutile. Two-dimensional
projections of Ti( octahedra are shown in gray. Projections of E&asahedra and
GaQ, tetrahedra are shown in black (residing along {2%0ear planes). Dashed line
represents a {21Qboundary along which cations (and subsequently p&ta
preferentially bound to hexagonal tunnel s
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5.2. Experimental Procedure

5.2.1 Synthesis of beta-gallia rutile substrates

To prepare the BGR substrates, a 0.15 M galliumprigmoxide solutioff was
applied to single crystal, [001]-oriented, Bi®ubstrates (5 x 5 x 0.5 mm) (MTI corp,
Richmond, CA) via spin coating for 25 seconds &@@&m (application repeated four
times). The coated substrates were dried for Z4phior to heating. Samples were
heated at 90T for 3 hrs, then at 1380 for 48 hrs. The BGR surfaces were pretreated
with a 10 mM chloride solution (containing the ampriate divalent cation) for 1 min.;

then rinsed with distilled water.

5.2.2. AFM imaging

The samples were characterized, in air, using aoblzope IlI AFM (Digital
Instruments, Santa Barbara, CA) in tapping modée microscope was equipped with
silicon probes (Ted Pella, Inc., Redding, CA) opedlaat frequencies between 200 and
500 kHz. The cantilevers were 1@ long with a force constant of 40 N/ m. Sample
surfaces were mapped with Cartesian coordinategrdwide successive scanning of

equivalent spatial locations following various suoé treatments.

5.2.3. DNA solution preparation

A 100 pg / ml solution of monosized, 1000bp, ds-DNA wagaoted from
Gensura Laboratories, Inc (San Diego, CA) and elilub 0.5ug / ml in 10mM HEPES
(4- (2-Hydroxyethyl) piperazine-1-ethanesulfoniedaduffer, pH 7, and 0.1, 1.0, or 5.0
mM CoCh, MgCl, NiCl,, or ZnCh. All prepared DNA solutions were stored in
Nalgené& Cryowaré" sterile cryogenic vials (Rochester, NY). Aaliquot of the DNA
/ salt solution (aged at room temperature for timawing from a few hours to a few
months) were applied to BGR substrates, allowetrypand visualized with the AFM in
tapping mode.
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5.2.4. Reporting bound DNA concentration

Because DNA molecules exhibit preferential attaghtrfor {210} intergrowth
regions of BGR surfaces, it would be inappropri@tereport surface DNA densities
when different surface regions possess differemisities of {210} intergrowth lines.
Instead we will compare the average linear DNA dgradong {210} boundaries. This
value is calculated by taking the number of DNA ewolles in contact with {210}
intergrowth boundaries and dividing by the imagesal {210}, boundary length (value
expressed in molecules per micron). An equivdiemgth of random grid lines (selected
via a random number generator) was applied to eaape (average of 10 trials / image),
and termed the linear DNA density along random djnds. Dividing each images’
linear DNA density along {210} lines by the density along random grid linesdsethe

degree of preference for {210}egions.
5.2.5. Gel electrophoresis

DNA buffered solutions ranging from 1 hour to layeén age (storage at room
temperature unless otherwise specified) were segshrim E-Ge? (2% with SYBR
Safd™) pre-cast agarose gels (Invitrog®rCarlsbad, CA) run at 70 V for 30 min. The

gels were then visualized using a UV transillumbnat
5.3. Resultsand Discussion
5.3.1. AFM results and discussion

The attachment of DNA to BGR surfaces was sigaiftty influenced by the age
of the solution applied. For all cation specig¢slbcation concentrations, DNA solutions
applied to BGR surfaces within one day of solutsymthesis exhibited dramatically
higher densities of bound DNA (Figure 5.3). Vidyasuch differences were easily
observed when comparing AFM scans of surfaces expos various ages of DNA
solution (Figure 5.4). The relationship betweelntson age and the average degree of
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Figure 5.3. Average linear DNA density along {21ergrowth boundaries as a
function of DNA solution age. A significant decsean quantity of bound DNA
molecules was observed for samples stored at reoipdrature longer than a week
prior to applicatior
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Figure 5.4. AFM scans (1.5 x 1ub, z-scale 10 nm) of BGR surfaces exposed to
DNA solutions containing additions of 1 mM Ce@k a buffer age of: a) 1 day, anc
42 days. As the age of the DNA buffer is increased, thera considerable decrease
in the density of bound DNA molecules.
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preferential attachment of DNA to {210boundaries is displayed in Figure 5.5. The
preference for {210Q}is exhibited throughout all solution ages (degrepreference >1);
however, there appears to be a slight decreaskeiraterage degree of preference as
solution age increases, but due to the variandbardata, a significant result cannot be
identified.

The average linear {219DNA density of solutions prepared with 1 mM MCI
(M = divalent cation) both ignoring (checkered haend considering solution age (by
separating 1 day solutions (solid bar) from sohdiawith an age greater than 1 day
(dashed bar)) are presented in Figure 5.6. Wheaorilgg the age effect, deviations
within the data are on the order of the actual ayewalues. Separating data points taken
within one day of DNA solution preparation, ledsignificant decreases in the standard
deviations, as well as significant changes in trexage linear DNA densities within each
group.

Previously, we reported superior DNA binding wherfféred solutions contained
additions of Ni (I1) cations compared to other dérd cations® However, these DNA
solutions containing Ni (I1) additions were appliedsurfaces within 1-2 weeks, whereas
samples containing other divalent cations were ia@pht longer times after solution
synthesis (~2-4 weeks). Based on the results of cowrent study, the increased
attachment of DNA in the presence of Ni (II) casacould be attributed to the solution
age. It was previously described that only Ni @i&tions were able to sufficiently bind
DNA to withstand a rinsing procedure; however, his tstudy DNA was observed to
remain bound, post rinsing, when using a solutiess Ilthan one week old with the
addition of 1 mM MgC] (Figure 5.7). In both situations, the densitybotind DNA is

reduced following the rinsing step.
5.3.2. Gel electrophoresis results and discussion

Photographs of gel-electrophoresis are shown inrEg5.8 and 5.9. Figure 5.8
displays a gel run with solutions containing solédgCl, additions. Lanes 1 and 5

contain a standard 1000-bp fragment DNA quantitastandard (0.5, and 140 / ml
DNA in 10mM HEPES, pH 7 respectively) with no sadidition, prepared ~ 3 weeks
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Figure 5.5. Average degree of DNA preference ##&(}, intergrowth boundaries as
a function of DNA solution age. Solutions at alsted ages showed a preference for
{210}, boundaries (average degree >1 (black horizomte))i A slight decrease in
preference with respect to solution age is obsefvetithe variation within the date
too large to verify the trend.
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Figure 5.6. Average linear DNA density along {21fergrowth boundaries as a
function of DNA solution (containing 1 mM Mg)lage. The significant variability of
the original data (checkered columns) is dramdjicaduced by separating the data
collected with fresh solutions (solid grey columfiteyn older solutions (striped
columns). The difference in the averages of tipausged data supports the
significance of treating solution age as a variable
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Figure 5.7. AFM image (2 x 2n scan, z-scale: 8 nm), post rinsing, of a freshly
prepared DNA solution containing 5 mM M¢, dried to a BGR surface. DNA

molecules are still present after the rinsing pdoce.
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Figure 5.8. Electrophoresis gel of new and aged3blutions containing additio
of MgCl,. Only lanes containing freshly prepared DNA sans exhibited
significant enough concentrations of DNA to be dtdd.
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Lanes with freshly prepared DNA

Figure 5.9 Electrophoresis gel of new and aged DNA solioontaining additior
of NiCl,, Only lanes containing freshly prepared DNA saln$ exhibited
significant enough concentrations of DNA to be dtsd.
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prior to electrophoresis, but stored in a freeze&f@ until use. Lanes 2-4 contain freshly
prepared DNA solutions with 0.5, 1.0, and 5.0 mM@llg Lane 6 contains a standard
1000-bp DNA standard (0.pl / ml) with no addition, prepared ~8 month prior to
electrophoresis, and stored at room temperatuesmes. 7-9, and 10-12 contain solutions
possessing increasing concentrations of Mg&@kpared ~8 and ~6 months prior to
electrophoresis, and stored at room temperature.

Samples run in Lanes 1, 5, and 6 contain no sdltiads. The increase in band
intensity from 1 to 5 is the result of the higheN® concentration. The absence of a
band for sample 6 suggests that prolonged solstiorage at room temperature has lead
to DNA degradation. Similar results were obserwdtwen comparing freshly prepared
samples (Lanes 2-4) to aged samples (7-12). Bamdent for freshly prepared solutions
with MgCl, additions of 1 and 5 mM (Lanes 3 and 4 respedct)jualatch with the 1000-
bp standard (lane 1) whereas no positive bandsergbd for Lanes 7-12.

Results obtained from DNA solutions containing Ni@dlditions can be observed
in Figure 5.9. Lane 1 contains a 100-bp laddeutsmi (0.5ul / ml DNA in 10mM
HEPES, pH 7) with no salt addition, prepared ~ Ir ygr to electrophoresis, but stored
in a freezer at %€ until use. Lane 2 contains a standard 1000-bgnfent DNA
guantitation standard (08 / ml DNA in 10mM HEPES, pH 7 respectively) witlo salt
addition, prepared ~ 3 weeks prior to electropherdsit stored in a freezer &iC4until
use. Lanes 3-5 contain freshly prepared solutadrstandard 1000-bp DNA fragments
containing additions of 0.5, 1.0, and 5.0 mM NiClanes 6-8, and 9-11 contain solutions
possessing increasing concentrations (0.5, 1.0,5a0)dof NiCh, prepared ~8 and ~6
months (respectively) prior to electrophoresis, atwted at room temperature. Lane 12
contains a solution possessing the addition of 5 Nill, prepared ~3 months prior to
electrophoresis, and stored at room temperatuhe 100-bp ladder DNA is expressed as
a series of faintly observed bands in Lane 1.

Similar to results obtained from the previous elgahoresis sample, only freshly
prepared solutions displayed the 1000-bp band. irAeresting difference observed
between the two gels, is the fainter band in Lareesponding to the DNA solution
containing 5.0 mM NiGl concentration. Typically the intensity of bandsresponds to
the density of DNA present within the sample (apldiyed in Lanes 1 and 5 (0.5 and 1.0
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ug / ml respectively) of Figure 5.8), so a fainteand would suggest less DNA.
Comparing images obtained via AFM (Figure 5.10 Jathe conformation of DNA is
altered by the increase in the concentration oflNihe molecules bound with additions
of 0.5 mM NIC}L appear loosely bound, possibly outstretched byfdlee of a receding
meniscus; whereas the molecules bound at 5 mM ;Niitissess a collapsed
conformation. Additionally, an increase in pretaped salt (bright spots in AFM images)
was also observed when increasing solution saltcexdmation. The reduced
conformations and presence of precipitated saltdctead to a fainter band, as both
conditions may influence the ability of DNA moleeslto travel through the gel, via
formation of DNA aggregates. Within MgCtontaining solutions the conformation of
DNA bound in the presence of Mg (Il) ions did nppaar to be as significantly affected
as those exposed to NiClnor was an increase in salt precipitation asiogmt in
samples studied with supplements of MgCl

Metal cations have been shown to form water irdelinydroxides at alkaline
pH, or at sufficiently high cation concentrations reeutral pH®?® Hydroxides of
transition metal cations possess lower solubilities) those formed with alkaline earths,
30 which supports the greater occurrence of pretastabserved from samples prepared
with Ni (Il) additions compared to Mg (Il). Kejnogky and Kypr observed strong
sedimentation of DNA in solutions exposed to 10 mdhcentrations of transition metal
chlorides (of Zn (ll), Mn (1), Co (1), Ni (1)) while solutions prepared with Mg (1), Ca
(I and Ba (Il) chlorides contained no detectabl@ounts of DNA in the sediment
(solutions were incubated for 20 min. prior to c#ugation)*® The amount of DNA in
the sediment was shown to increase with cationemnation and pH, with >90% of the
DNA existing in the sediment with zinc and manganehlorides at a concentration of
10mM and a pH > 8 Observing Figure 5.10b, nearly every DNA moledoteind on
the BGR surface appears to be in contact with pitated salt, confirming a strong
interaction between the two species. These resugigest that the weaker band observed
at 5 mM NiC} could be attributed to DNA sedimentation.

Electrophoresis results from aged DNA solutions spes insufficient
concentrations to yield bands. DNA aggregatiosemlimentation could have contributed
to the null result. Occasionally while imagingetfiDNA solutions on BGR surfaces
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b)

Figure 5.10. AFM scans (1.5 x Juf, z-scale 18 nm) of BGR surfaces exposed to
freshly prepared DNA solutions containing additiofisa) 0.5 mM NiC}. b) 5.0 mM
NiCl,, As the concentration of Nigls increased the conformation of bound DNA
molecules appears to become more condensed, andraase in salt precipitates
(bright spots) is observed.
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(with AFM) we would encounter large DNA aggregatéggure 5.11). In general we
tended to observe the aggregates less often whaginm fresh solutions, but since
surface sampling is so small compared to the sizthe® BGR substrate surface, we
possess insufficient data to properly quantifyendr The formation of enough DNA
aggregates could have reduced the concentratidonef DNA fragments to a level
unable to be identified by electrophoresis (or bg AFM). However, if large DNA

aggregates existed, we might expect to observesigimd) above the 1000-bp fragment.
Failure to observe these bands, would suggest gaigreedimentation.

Electrophoresis of all aged DNA standards (witheatt additions) failed to
display the 1000-bp band, so there must be aniadditcause then the divalent cation
induced sedimentation to explain the null resitolonged storage of DNA solutions at
room temperature may have caused DNA degradatianrasidual nuclease activity,
leading to insufficient DNA concentrations (of slamisizes) to allow detection via gel
electrophoresi§’ The exact method of degradation is unknown, bay include some
degree of chain cleavage (to explain electrophsressults) as well as influencing the
binding behavior of the remaining molecules (tolakpAFM results).

Results of both gel electrophoresis and AFM exhdignificant reductions in
1000-bp fragment DNA concentration as a functionDNA solution age (at room
temperature) for both samples with and without @ola$ of salt solutions.  This
reduction is attributed to either (or both) the raggtion / sedimentation of DNA
molecules (leading to the decrease in lone moleoneentration), or DNA degradation
(influencing the size and reactivity of DNA molees). These results may explain why
we had previously observed superior DNA attachnemGR surfaces when deposition
solutions contained additions of Ni (II) cationséd closer to preparation date than other

cation containing solutions) instead of Co (1), Mg, Mn (I1), or Zn (Il).
5.4. Conclusion
DNA solution age is a critical variable that infhees the binding of DNA to

BGR substrates. A dramatic decrease in bound DNAcentration was observed to
accompany increases in DNA solution age. Addéilyn aged DNA solutions failed to
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Figure 5.11. AFM scan (5 x@m, z-scale 30 nm, 78 day-old buffer) of a BGR
surface exposed to a DNA solution containing thditaah of 0.5 mM CoCJ The
image captures a large network of DNA on the sarspiéace. The presence of
networked DNA would result in lower concentratiamidone DNA molecules at oth

surface locations.
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yield distinctive bands during electrophoresis gsigl The exact cause for the null result
is unknown, but may be attributed to the formatma sedimentation of DNA attractive
metal hydroxides, or possibly an increase in degfd®@NA networking, with respect to
time. Freshly prepared DNA solutions should be Usedeposition experiments, as well
as added attention to solution pHs (when usingsitiam metals) to avoid any
degradation-induced molecular behaviors.

Classifying the influence of solution age has a#dwus to properly elucidate
previously unexplained phenomena, as well as peavits a means to effectively isolate
additional variables. Understanding the effecthesgccessive variable has on DNA /
BGR system could enable tunable (strength and dedb®NA attachment; possibly
leading to the development a novel substrate ferassembly of nano- and molecular

constructs.
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6. DNA Attachment to Beta-Gallia Rutile Surfaces as a Function of

Divalent Cationic Concentration

Abstract

A suitable planar substrate for the controllablactment of DNA molecules is
desired to aid in advancing nano-electronic, -lgap and —mechanical technologies.
The beta-gallia rutile (BGR) surface has displapeeferential attachment of DNA to
{210}, intergrowth boundaries in the presence of certhualent cations. This study
investigates the influence of cation species antteotration on the behavior of DNA
attachment to identify how each variable could lbered to aid in optimizing the binding
behavior. Four divalent salts (CeCMgCl,, NiCl,, and ZnCj), at three concentrations
(0.5, 1.0, and 5.0 mM), were added to DNA solutieviich were exposed to BGR
surfaces. Using an atomic force microscope, DNA wlaserved to preferentially attach
to {210}, intergrowth regions of BGR surfaces at all tesitions and cation
concentrations. For each cation species, the age&tNA density was observed at a
cation concentration of 1mM; further additions aitsconcentration led to decreases in
DNA density. From examining end-to-end distandewauld appear that the binding
strength of DNA molecules had increased with insig@ cation concentration.
Increased salt precipitation was also observed amsple cation concentration was

increased.

6.1. Introduction

A great deal is understood at both the micro- ambrscales of science; however,
the interaction of species between these scaleaimsna target of numerous studies.
DNA is a commonly studied biomolecule due to itsntecollable structure and
complementary base-pairing. Additionally, utiligin highly specific enzymes

(endonucleases and ligases) provides the mearteefanolecular processing of DNA.
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A variety of DNA-inspired applications have beennceived, from nanowires and
microarrays, to nanomechanical devices. In ordemanufacture such applications, a
controllable, reliable, and reproducible means étedively attach and align DNA
molecules to substrates is required.

Bare and chemically treated mica surfaces are pilgsbe preferred surface (due
to their flatness) to study DNA structure by scagnprobe methods. The density of
bound DNA on mica surfaces has been shown to beemfed by such variables as
cation species, pH, and DNA solution concentrafidn.Unfortunately, the specific
location of bound DNA molecules can not be contlby solely adjusting the above
variables. In order to provide site-specific dttment on these substrates, additional
functionalization steps are required, including dipplication of patterned aminosilane or
gold films°*? Common means to achieve patterned architecturganar surfaces rely
on lithographic or microprobe application proces8és**** Such methods can involve
numerous time-consuming steps, the production ediess waste, and can, in some
cases, produce patterns on limited size scales.

The limitations observed within the bare-mica egshave driven our research to
identify and synthesize a substrate providing th&sility of patterned DNA attachment
without requiring additional functionalization stegPreviously, we reported the ability of
certain divalent cations (Co (I1), Mg (Il), Mn (IINi (II) and Zn (II)) to preferentially
attach DNA along {210}intergrowth regions of beta-gallia rutile (BGR)faices® In
that study, a ladder DNA solution containing maegdths of DNA molecules was used,
preventing adequate conditions to quantify the by binding behavior among the
various cations.

BGR intergrowths describe a system of phases foroyethe insertion of beta-
gallia subunits along {21Qplanes of (001)-oriented rutile single crystal aods. The
insertion of beta-gallia along {21Pplanes results in the formation of one-dimensional
tunnel sites spaced ~ 1nm apart along the {2itiprgrowth boundaries (Figure 6.1).
The tunnel sites are ~ 0.25 nm in diameter, adedoatthe insertion of small to mid-
sized cations! Studies investigating the interaction of DNA anita surfaces observed
that the binding between these two like-chargethsas is facilitated by the presence of
divalent cations:®*® A similar mechanism is believed to exist betwB&NA and BGR

113



Figure 6.1. a) AFM image (1.5 x LuBn, z-scale : 1fmm) of a bare BGR surface.
The bright line running left to right is a (21@)tergrowth boundary. b) Projection
the BGR structure (G&i2104g) along [001] of the parent rutile structure, afRsf.
[24]. Two-dimensional projections of Té@ctahedra are shown in gray. Project
of GaQ octahedra and Ga@etrahedra are shown in black. (residing along)§21
shear planes). Dashed line represents a {2d@}ndary along which cations (and
subsequently DNA) are preferentially bound to hexe tunnel sites.
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surfaces where the selective attachment of DNA@{@10}, intergrowth boundaries is
believed to be due to the preference of divalehbesa to occupy the {21Q}intergrowth
tunnel sites®!® BGR phases are characterized by the general equ&&aTin4Ozn-2
(n>9), where the ratio of Ga : Ti governs the dista between gallia-rich {210}
planes®?® A BGR substrate inherently possessing a tailde-abparation of intergrowth
lines could be suitable for the self-assembly ofdiaand micro-constructs of DNA
molecules.

For the present study, we investigate the attachwfemonosized DNA to BGR
surfaces in the presence of various divalent cagpecies (Co (1), Mg (II), Ni (Il) and
Zn (I1)) and concentration (0.5, 1.0, 5.0 mM). @lgion of monsized (1000bp) DNA
fragments was selected to provide comparisons anuaigpn species and cation
concentration, to aid in understanding of the dil@lent cations play in binding DNA to
BGR surfaces. Developing a better understandinghef binding mechanism could
enable future studies in buffer solution optimiaatito achieve controllable binding

conditions specific for unique applications.

6.2. Experimental Procedure

6.2.1. Substrate synthesis

To prepare the BGR substrates, a 0.15 M galliumprigmoxide solutioff was
applied to single crystal, (001)-oriented, Fi€ubstrates (5 x 5 x 0.5 mm) (MTI corp,
Richmond, CA) via spin coating for 25 seconds &@@&m (application repeated four
times). The coated substrates were dried for Z4phior to heating. Samples were
heated at 90T for 3 hrs, then at 1380 for 48 hrs. The BGR surfaces were pretreated
with a 10 mM chloride solution (containing the ampriate divalent cation) for 1 min.;
then rinsed with distilled water. The BGR substsavere then exposed tqRaliquots

of salt-containing DNA solution, which were allowtxddry prior to AFM imaging.
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6.2.2. DNA preparation

A 100 ug / ml solution of monosized, 1000bp, ds-DNA wadaoted from
Gensura Laboratories, Inc (San Diego, CA) and elilub 0.5ug / ml in 10mM HEPES
(4- (2-Hydroxyethyl) piperazine-1-ethanesulfoniedyduffer, pH 7, and 0.5, 1.0, or 5.0
mM CoCh, MgCl,, NiCl,, or ZnCh. A 2 ul aliquot of the DNA / salt solution was
applied to each BGR surface within 8 hours of buffgnthesis to avoid the effects of
DNA solution aging.

6.2.3. AFM imaging

The samples were characterized, in air, using aodtope Ill AFM (Digital
Instruments, Santa Barbara, CA) in tapping modée microscope was equipped with
silicon probes (Ted Pella, Inc., Redding, CA) ofiatpat frequencies between 200 and
500 kHz. The cantilevers were 1@ long with a force constant of 40 N/ m. Sample
surfaces were mapped with Cartesian coordinategrdwide successive scanning of

equivalent spatial locations following various suoe treatments.

6.2.4. Degree of binding preference

A procedure to determine preferential attachmerd developed which involves
comparing the density of DNA per {210nhtergrowth boundary to that of an equivalent
length of random grid line. The length and numbeDNA molecules in contact with
{210}, intergrowth lines was recorded. A 113 x 113 Igr&d was overlaid onto the
images, the number of DNA molecules in contact withequal length (to the length of
the {210} intergrowth line) of grid line(s) was also recadd®lolecules intersected by
more than one grid line, or more than one {21 were only counted once. A random
number generator was used to determine which grés$ Iwould be selected. For each
image, the grid method was applied ten times ttilyae average value for the number of
intersected DNA molecules. To aid comparisons betwcation concentration and

cation species, the number of intersected DNA midésc was normalized by the
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appropriate length, and designated as the lineak Béhsity (molecules im). At each
cation / concentration level, between 20-40 AFMnscéypically 1 x Jum to 2 x 2um )
were used to calculate the average linear DNA tiessi A value designated as the
degree of preference describes the linear DNA ten{210} intergrowth lines divided
by the linear DNA density of grid lines. If a sgst were to show no preference, we
would expect this value to equal one.

DNA preferential attachment behavior along {21®@oundaries prevents the
adequate comparison of total DNA surface densitpragndifferent scans, since these
scans possess different total lengths of {2l@}ergrowth lines (images possessing a
greater percentage area occupied by {216pundaries would have greater DNA
densities). In light of this effect, we report theear DNA density peum {210},

boundary, and parmm randomly oriented, equivalent length, grid line.

6.3. Results and Discussion

Our group has recently investigated the influentcdiwalent cation additions to
100 bp ladder DNA solutions exposed to BGR surfacHse preferential attachment of
DNA molecules along the {219}ntergrowth boundaries occurred when buffer sohsi
containing Co (11), Mg (I1), Mn (1), Ni (1), and&n (1I) were used® Here we investigate
the influence of cation concentration / species DNA attachment. For easier
guantitation, a monosized DNA segment was chosen.

DNA attached to BGR surfaces at all cation spe@es(Il), Mg (1), Ni (II), and
Zn (Il)) and concentration levels (0.5, 1.0, 5.0 inMudied. Images collected were
analyzed via the grid method, which revealed thihtttee samples had exhibited
preferential attachment; i.e. the average DNA dgradong the (21Q}boundary line was
greater than the average DNA density on equivdlEmgth random grid lines (Figure
6.2).

For each cation species tested, the samples pogséssiM MCL (M = divalent
metal cation) appeared to promote the greatest ahadiDNA attachment (Figure 6.2).
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Figure 6.2. Average linear DNA densities as a fiomcof cation species and cation
concentration. The solid bars represent averagsititss of DNA on {210}
intergrowth lines, while the dashed lines are ayem@ensities on equivalent length,
random grid lines. For all cation species andocationcentrations, densities of DNA
on {210}, intergrowth lines are significantly higher thawsle found on grid lines,
suggesting preferential binding of DNA to {210htergrowth regions of BGR

surfaces.
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In a study by Hansma and Laney, a similar relatignsvas described within the DNA /
mica system in the presence of Ni (I1), Co (Il)dan (I1).> Initial increases in DNA
attachment from 0.5 to 1.0mM MgLCbkupport the hypothesis that divalent cations are
facilitating the binding between two negatively aied surfaces. The reduction in DNA
density from 1.0 to 5.0 mM, may contradict this &ebr; but similar reductions in DNA
density at elevated cation concentration have b#eserved in experimental studies
between DNA and mica and DNA and silica surfacesdooted elsewhere’!®
Mechanisms for reduced DNA surface densities ah lsiglt concentrations have been
proposed previously, including mass action, préaipd salt effects, and induced
molecular aggregation.

A mass action argument to explain the decreaseNw Doncentration would
suggest that as the salt concentration increasd#hl, the DNA and BGR surface will
become saturated with divalent catiGnédditional ions in excess of saturation may be
unable to react with surface species, instead, dimgeintimate contact required to bind
the two surfaces.

Thompsonet al. observed similar increases in deposition of DNAiratial
increases in Zn (Il) concentration; but furtherreases in salt concentration lead to the
deposition of salt layers on the mica surface, madly forming a thick coating that
masks the bound DNA. Unlike their study, our current research was cotet in air
(not in fluid). In our work we have observed raggowhich appear caked with dried
buffer (Figure 6.3a). A schematic diagram of airfjyDNA solution droplet is shown in
Figure 6.4. The dried regions are believed to DADense, since they most likely
contain any molecules that had not bound due tdaifee of the receding meniscus. The
occurrence of coated regions increased in samplasioing 5 mM salt solution. All of
the DNA that has not attached to the surface cbeldooled in these locations. If a lion-
share of the DNA has been pooled in areas thatdcaowt be imaged, lower
concentrations may then remain for regions thaevabie to be scanned.

Certain metal cations have been shown to form miasoluble hydroxides at
alkaline pH, or at sufficiently high cation concettions at neutral pPi?® Kejnovosky
and Kypr observed sedimentation of DNA in solutiexposed to mM concentrations of
transition metal chlorides of Zn (1), Mn (1), Qd), Ni (ll) (solutions were incubated for
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Figure 6.3. AFM images (3 x 3um, z scale: 30nm) of: a) A BGR surface expose
a DNA solution containing 1 mM Zngl The large lighter-colored globular
structure along the right side of the image is dipo of the BGR surface covered
by a layer of dried saltb) A network of intertwined, aggregates of DNA hduo ¢
BGR surface exposed to a DNA solution containimghd ZnCl.
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Figure 6.4. A schematic of a DNA solution droflgtay) drying on a BGR surface.
As the droplet dries, the receding meniscus pwills it any unbound DNA molecule
The last frame shows the remnants of the recedemgsous; which is typically too
thick / rough to image underlying features. Thigd region could possess higher
concentrations of DNA than the surrounding are€Bise surface area of dried buffer
regions tended to increase with additions in bustdt concentration.
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20 min. prior to centrifugation). The amount of B the sediment of their experiment
was shown to increase with cation concentrationmhé. For our samples, increases in
the precipitation and sedimentation of DNA-attmagti salts could impart lower
concentrations of lone DNA molecules left in saati While micro-pipetting from DNA
solutions, the DNA-rich sediments may not have besnoved from the containers, or
may contribute to the un-observable regions.

While scanning some regions of our surfaces, lfigense aggregates of DNA
molecules were observed (Figure 6.3b). In geneéh@lse aggregates appeared more
common in samples prepared at higher salt condenisa but since our substrate surface
is on the order of ten-million times larger thae #tan size, the sampling we are taking is
not sufficient to properly verify a trend. A studyonducted by Dahlgreen and
Lyubchenko, however, found an increase in DNA diraed trimer formation as a
function of cation concentratidi. So there could in fact be an increase in theglesxe
of aggregated DNA in samples prepared with 5 mM DNERinding the location of
heavily aggregated DNA could prove difficult; it more probable to instead observe
regions containing predominately less-dense, isdl@NA molecules. The removal of
molecules from the overall solution (via aggregatiovould reduce the number of lone
DNA molecules elsewhere, contributing to lower DEé&ncentration counts.

The average preference for DNA to bind to {21@gions (average DNA density
along {210} boundaries divided by the average density alongvatent length grid line)
is displayed in Figure 6.5. All values are gredham unity, suggesting a preference of
DNA molecules for {210} intergrowth boundaries. The average values sugggsneral
increase in degree of preferential attachment &scsacentration increases, but the
variability within the data inhibits proper identition of a trend.

Although considerable variability exists within tdata in Figure 6.6, it roughly
appears that at each cation concentration, théi@etucontaining Zn (ll) bound the least
DNA along {210} regions. Data collected by Hansma and Laney ats®rved that
DNA solutions containing Zn (Il) cations bound IeB8NA to mica surfaces than
solutions containing Co (Il) or Ni (If. Cationic size had previously been considered an
important variable in the attachment of DNA to B@RI mica surfaces, with attachment
believed to depend on the cations’ ability to residtunnel sites or recessed cavities
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Figure 6.5. Average degree of DNA preference &}, intergrowth boundaries on
BGR surfaces as a function of cation species andertration. Black horizontal line
drawn at a degree of 1 represents a situation wiesite specific binding preference
would exist. All averages and deviations are alibeeblack line so there exists a
significant preference for DNA to attach to {21@tergrowth boundaries of BGR
surfaces. The averages suggest a slight incneasgree of {210} preference as a
function of increasing salt concentration.
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Figure 6.6. Average linear DNA density along {21Bpundaries as a function of
cation concentration and cation species. AveragA Densities collected in preser
of Zn (Il) cations appear to be less compared ¢oothher cations species at all tested
cation concentrations.
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along the respective surfaces. Zinc (I1) and Co (ll) cations possess similarioradii
(0.740 and 0.745 A respectivel), but the degree of DNA attachment does not apjoear
be equal. A cation’s enthalpy of hydration waodiglieved to influence its ability to
bind DNA> Zn (lI) and Co (Il) possess very similar enthefpof hydration as well (-
2044 and -2054 kJ/mdf). These results would suggest that additionabfacbeyond
ionic radii and enthalpy of hydration are influemgithe degree of attachment.

A possible explanation for the lower degree of gdn the DNA buffers with
Zn (1) additions may be related to zinc precipdaat Thompsoret al. reported solutions
prepared at high salt concentration (>2.5 mM) poeduthe precipitation of zinc
hydroxide on mica substratésKejnovosky and Kypr observed >90% of the DNA
existing in the sediment for zinc and manganeserides at a concentration of 20mM
and a pH > 8% The results of their study determined that the o DNA sedimentation
correlated with a cations’ ability to form an ingsable hydroxide; which both decreased
along the following sequence: Zn, Co, Ni, Mn, Mga®* So solutions containing
additions of Zn (II) would be expected to possdss greatest degree of hydroxide
formation and DNA sedimentation. Images obtainexdnfrsolutions containing Zn (ll)
additions confirmed these results, typically possgsgreater amounts of salt precipitates
(bright spots) which also increased as the conagatr of Zn (Il) is increased (Figure
6.7). Enhanced DNA sedimentation prior to samplocauld have lead to lower
concentrations of bound DNA. Additionally, thefmation of the hydroxide would cause
a decrease in the solution pH, which has also Bhewn to have a significant effect on
the adsorption of DNA to mica surface$:>?

A second possible explanation may be due to a@reaedilection for molecule
aggregation within solutions containing Zn (Il).alidgren and Lubchenko had observed
dramatic reductions in number of isolated DNA males in the presence of ZnCl
(especially at salt concentration greater than 3)mad compared to MgE€br MnCh.?*
DNA molecules imaged from Zngtontaining samples in our study are more freqyentl
observed bound (in very condensed conformations3alo precipitates than in other
cation-containing solutions. Zn (Il) cations haeen observed to promote kinks within
DNA chains; these salt induced kinks could leachighly condensed conformations

leading to a reduced surface area and a corresppneliluction in the number of reactive
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Figure 6.7. AFM images (1.5 x 1ufn, z-range: 15 nm) of BGR surfaces exposed to
DNA solutions containing additions of: a) 0.5 mM@pb) 1.0 mM ZnCj c) 5.0 mM
ZnCl,. As the concentration of Zndk increased the conformation of bound DNA
molecules appears to become more condensed, andraase in salt precipitates is
observed.
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surface sites capable of binding to the BGR surtadéhese condensed conformations
may also have generated improper DNA counts. Aalthtly, as described above, there
may also exist regions containing extremely deaggregated DNA networks, reducing

the DNA concentration for the remaining surfacearsg.
6.3.1. Srength of attachment

The end-to-end distance of bound DNA has been ihestras a suitable
parameter to estimate the molecules’ binding sttehgdDNA molecules strongly bound
to a surface will resemble rigid projections ofiti&2D confirmations upon adsorbing to
the surface, whereas loosely bound molecules véllable to equilibrate to a 2-D
conformation’* Surface irregularities and DNA overlapping / aggtion observed at 1
and 5mM salt concentrations hindered effectiveudateon of end-to-end distances; but,
in general, molecules bound to BGR surfaces apddarbecome more condensed with
increased cation concentration, suggesting thatiads in divalent salt promote stronger
binding of DNA (Figure 6.7-6.10).

Images collected from solutions containing ZnQ@lossessed the largest amount
of dried salt as compared to the other cation swiat(Figure 6.7a-c). DNA molecule
conformations were highly condensed when in conteith salt precipitates (Figure
6.7c). Molecules bound along {210htergrowth boundaries in the presence of 1 and 5
mM and ZnC} possess much smaller end-to-end distances (in casss, the molecules
were too entangled to measure effective distartbas) those bound to rutile-rich surface
regions (Figure 6.7b,c) .

The DNA molecules bound in the presence of 0.5 mi@INappeared to be
aligned in a given direction (believed to be theediion of the receding meniscifs®).

At this salt concentration the majority of DNA moldes appear to attach at their
endpoints, with the remainder of the molecule bemdied in the direction of the
receding meniscus (Figure 6.8a). As the salteotmation of the solution was increased
to 1mM, the molecules bound to the BGR surface agmgueto become more collapsed
and condensed, suggesting a stronger binding teutface (Figure 6.8b). At 5 mM, an
increase in dried salt (globular shaped) is obsklyiag predominately along {210}
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Figure 6.8. AFM images (1.5 x 1un) of BGR surfaces exposed to DNA solutions
containing additions of: a) 0.5 mM Niglz-scale: 15nm). The white arrow describes
the assumed direction of the receding meniscusa$hkeciated force of the meniscus
is believed to explain the aligned orientation ofibd molecules. b) 1.0 mM Ni£l
(phase image, z-scale:2@) 5.0 mM NiC} (z-scale: 15nm). As the concentration
of NiCl;, is increased the conformation of bound DNA moleswdppears to become
more condensed, and an increase in salt precipiatEbserved.
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Figure 6.9. AFM images (1.5 x 14n, z-scale: 15nm) of BGR surfaces exposed to
DNA solutions containing additions of: a) 0.5 mM@ga b) 1.0 mM CoCl c) 5.0
mM CoChk. As the concentration of CoJt increased the conformation of bound
DNA molecules appears to become more condensed.
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Figure 6.10. AFM images (1.5 x 1utn) of BGR surfaces exposed to DNA solutions
containing additions of: a) 0.5 mM MgQk-scale: 15nm). b) 1.0mM Mgg(z-scale
15nm). ¢) 5.0 mM MgGl(phase image, z-scale:%20d) 5.0 mM MgC} (phase

image, z-scale: 20 Images ¢ and d in the presence of 5 mM M@Rhibit a high
degree of preferential attachment of DNA along {{dftergrowth boundaries.

130



intergrowth boundaries (Figure 6.8c). Observingeater degree of salt deposition along
{210}, intergrowth boundaries supports the belief thatdivalent cations are
preferentially attaching to tunnel sites within gbelinear boundaries, subsequently
facilitating the attachment of DNA.

Solutions containing Co (Il) additions appearedioltow similar trends observed
within the other cation-containing solutions (Figu§.9a-c). Molecules bound to {210}
boundaries appeared to become more condensedneitbases in cation concentration
(Figure 6.9a-c). At a concentration of 0.5 mM Co(Figure 6.9a) the DNA molecules
did not appear to be as extended as they were whilee presence of 0.5mM Nigl
(Figure 6.8a), suggesting that at this level of sahcentration, Co (I) cations bind DNA
molecules more tightly than Ni (II) cations. At tbed mM concentration, there did not
appear to be as many salt deposits as those oHsartree presence of Nigbr ZnCh, so
highly condensed DNA conformations were not as gle.

Solutions containing 0.5 and 1.0 mM MgQehaved similarly to other cation-
containing solutions (Figure 6.10a,b); a decreasend-to-end distance was observed
while increasing MgGl concentration. The binding of DNA molecules alof10}
boundaries in the presence of 5.0 mM Mg@iffered from the adsorption behavior
observed with the other divalent cations testedt 50 mM MgCh, both highly
condensed, and outstretched molecules were obs@figaate 6.10c). The outstretched
behavior observed within the Mg (II) samples is betieved to be due to a receding
meniscus force (as observed at 0.5 mM Wi€dlutions) since the orientation of bound
molecules is not uniform in one direction (comp&igure 6.10a to Figure 6.8a), but
rather aligned along {21@jntergrowth boundaries. This difference in birglimehavior
could be based in the interaction between the eintatation and the DNA molecule.
According to Izatet al., the Mg (1) cation binds primarily to the phosjé groups along
the DNA backbone; whereas the affinity for nucldetibase-binding in relation to
phosphate binding increases in the following ordi&g: (11), Co (11), Ni (II), Mn (), Zn
(1), Cd (1), and Cu (1)*#% In DNA solutions containing Co (II), Ni (I1), andn (1)
additions, a higher degree of base binding cowdd f® higher affinities for molecular
aggregation from base — base hybridizafibwhereas the Mg (Il) cations’ higher affinity
for phosphate binding sites could lead to a redadati molecular aggregation.
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6.4. Conclusion

Monosized 1000-bp solutions of DNA molecules canitaj additions of divalent
salts (CoCGl, MgCl, NiCl,, and ZnC4 at 0.5, 1.0, and 5.0 mM concentrations) were
observed to attach DNA preferentially to {210htergrowth regions of BGR surfaces.
The results of this study have further supportes liipothesis that tunnel sites along
{210}, intergrowth boundaries serve as preferential ot for divalent cation
occupation. The degree of binding preference vedsrohined by comparing the number
of DNA molecules bound to {21Q}boundaries to the number intersected by an
equivalent length of randomly oriented grid linéscreasing the salt concentration of the
DNA solutions from 0.5 to 1.0 mM led to increasesaittached DNA density; while
further salt addition to a level of 5.0 mM led tecteased DNA attachment. Although no
clear reason for this behavior could be identifilte results of our study support
mechanisms including the mass action, precipitasett, and induced molecular
aggregation to explain this decrease. Of the ¢ations tested, solutions contains Zn (11)
appeared to bind the lowest amount of DNA. Theelo®NA surface densities were
attributed to factors including zinc-hydroxide aksprecipitation, as well as the cations
heightened predilection for DNA molecule aggregatio

The binding strength of attached DNA molecules appe to increase as a
function of cation concentration, as reflectedheit end-to-end distances. Comparing
data collected from DNA solutions containing diffey salt concentrations and divalent
cation species, has proved that altering thesabias could allow for the optimization of
binding conditions to suit unique applications.r kestance, if DNA—protein interaction
is the focus of a study, the DNA molecule shouldabeessible to the protein; a loosely
bound conformation would then be more desirablea athieve such a conformation
lower salt concentrations should be selected. oAlgh the roughness of currently
synthesized BGR surfaces may inhibit the identiioca of more intimate features of
DNA structure, the substrate does succeed in pirayid surface for the site-specific
attachment of DNA without additional / cumbersonumdtionalization steps required

with alternate substrates.
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7. Summary and Conclusions

A series samples prepared as analogs of a sodipeddo=5 BGR intergrowth
AxGayx Ti1Og (A= Li, K, ~0.1 <x <0.7) phases failed to form via solid state reactb
1000 — 1358C. Phase analysis via X-ray diffraction generateskries of compatibility
triangles, where the minimized lattice energiesa (GULP computer modeling) of
appropriate stoichiometric phases were comparéketdattice energy of the intergrowth
phase. For the Li system the results from compuiaideling supported those observed
experimentally; where the minimized lattice enesgi¢ the observed phases were lower
than those collected for an intergrowth phase. Mioeeling results collected from the
A= Na and K trials suggested that mixes of the comemt oxides were the most
energetically favorable combination which differeflom what was observed
experimentally, this difference could be due to $atic nature of the simulation. An
n=5 intergrowth was observed experimentally whepirp with Na cations; however, a
phase pure n=5 doped intergrowth was never observed

BGR intergrowth substrates suitable for preferénDeNA attachment were
prepared by spin-coating gallium isopropoxide oft@1]-oriented TiQ single crystal
slabs and heating above 1860 The duration of firing at elevated temperatap@ears
to influence the density of {21@}intergrowth lines. Exposure of BGR surfaces with
DNA buffered solutions containing milli-molar addms of certain divalent metal
chlorides (NiC}, MgCl,, MnCl,, CoCh, and ZnCj) resulted in the preferential
attachment of DNA molecules along {210htergrowth regions of BGR with sufficient
strength to allow imaging with tapping mode AFM.n#ethod to determine the degree of
preferential binding was developed and reportetie fiesults of this study support the
hypothesis that tunnel sites along {21@tergrowth boundaries serve as preferential
positions for divalent cation occupation as well ragions possessing a heightened
affinity for DNA attachment..

Results conducted with a ladder-DNA solution yieldsignificant levels of
variation in bound DNA density. In a follow-up diy a dramatic decrease in bound
DNA concentration was observed to accompany inee@s DNA solution age. The

possible causes for the reduced DNA densities wheeformation and sedimentation of
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DNA-attractive metal hydroxides, and / or an inseea degree of DNA networking with
respect to time. By using only freshly preparedAD8blutions for later studies, the
author has significantly reduced the deviation atlected DNA densities. For future
experiments, the author cannot express enough rimoriance of using freshly
synthesized DNA buffers while carefully monitoringolution pH, to limit the
precipitation and sedimentation of metal hydroxides

From studies with monosized 1000-bp DNA soluti@esitaining additions of
CoCb, MgCl,, NiCl,, and ZnCj} at 0.5, 1.0, and 5.0 mM concentrations it wasrdated
that increasing the salt concentration from 0.8, mM led to increases in attached
DNA density, while further salt addition to a levafl 5.0 mM led to decreased DNA
attachment. These results agreed with data repfwteDNA binding to mica surfaces.
The results of our study support hypotheses inolydine mass action, precipitated salt,
and induced molecular aggregation effects to empldiis decrease. Substrate
pretreatment (with 10 mM salt solutions) was ndfisent to bind significant quantities
of DNA molecules from solutions containing no catadditions. Additionally, the fact
that at 0.5, 1.0, and 5.0 mM concentrations produtesxcess of ~10,000 to 100,000
more cations (~6 x 6to 6 x 16°) than tunnel sites (~2 x 1Y would suggest that the
DNA — cation interaction is more important. Int&regly, at a DNA concentration of 0.5
ig / ml and a drop volume of 0.002 pl, approximafek 10° negative binding sites are
available for cation binding, suggesting that withhe 0.5 to 5.0 mM range of salt
concentrations the entire binding sites along &lthe DNA molecules could become
saturated. If saturation of DNA molecules is ocigy, excess divalent cations could
begin to inhibit the intimate interaction requirtm bind the DNA molecules with the
BGR surface. Testing additional cation concerdretibetween 0.5 and 5.0 could prove
beneficial to help identify at what cation concatittn the maximum DNA attachment is
occurring.

Of the four cations tested, solutions containing([l@nappeared to bind the lowest
amount of DNA. The lower DNA surface densities avattributed to factors including
zinc-hydroxide / -salt precipitation, as well ag tbations’ heightened predilection for

molecule aggregation. Bound DNA end-to-end distanwere examined to provide
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gualitative estimates of the molecule to surfacedinig strength; which appeared to
increase as a function of cation concentration.

Comparing data collected from DNA solutions contagn differing salt
concentrations and divalent cation species haseprtivat altering these variables could
allow for the optimization of binding conditions $ait unique applications. For instance,
if DNA—protein interaction is the focus of a studyne DNA molecule should be
accessible to the protein. A loosely bound conédrom would be more desirable; to
achieve such a conformation lower salt concentnatghould be selected. Although the
roughness of currently synthesized BGR surfaces imfapit the identification of more
intimate features of DNA structure, the substratesdsucceed in providing a surface for
the site-specific attachment of DNA without addit / cumbersome functionalization

steps required with alternate substrates.

7.1. Future Directions

7.1.1. BGR substrate

While preparing BGR substrates via spin coatinggeserally observed the
random orientation of intergrowth lines among d&fet members of the {210family of
planes. In some instances, the parallel alignrogtite intergrowth lines was observed.
Future research to clarify the factors governirtgrigrowth alignment will be vital to
enable BGR surfaces to act as DNA patterning satestr The random orientation of
{210}, intergrowth boundaries is believed to be due éftiimation of a variety of n
value BGR phases, attributed to the inhomogeneppigcation of beta-gallia.

Controlling the surface chemistry during synthesiBGR intergrowths could lead to the
formation of oriented, periodically spaced {210pundaries. For BGR to simply act as
surfaces for AFM examination of DNA molecules, nueth to achieve a flatter, smoother

surface will be needed.
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7.1.2 Application of DNA

Isolating the influence of DNA solution age sigeaintly reduced the deviation in
bound DNA surface densities, but a noticeable degfeleviation remains. The DNA
solution application process was sufficient to eleterize trends and analyze process
variables, but the presence of un-scanable regibdsed buffer limited surface
uniformity. The lack of uniformity within the sansample could be attributed to the
drying process. The introduction of alternate icmpprocedures like spin or dip-coating
may help to produce more uniform DNA distributiortdowever, the forces inherent to
these methods may produce stretched DNA molecategfnove DNA altogether),
masking proper DNA end-to-end distan&és4umidity too has been shown to
significantly influence the imaging of DNA molecslwith the AFM. Higher humidity
can lead to more hydrated DNA molecules, as welleaghtened AFM tip-to-surface
interaction (the increase in adsorbed water atiph@creases the tip-meniscus scanning
force) which could remove more strongly bound DNAlecules!” Controlling the
humidity of the scanning (in air) environment copldve costly and cumbersome, but
performing AFM under fluid would effectively remotee drying and humidity effects,
possibly producing a more reliable result. Addiatly, the nano-fabrication of
molecular constructs and devices will most likeéydonducted in fluid, so understanding
the interaction between DNA and BGR surfaces idflwould be of considerable

importance.

7.1.3 Binding mechanism

Conducting similar experiments with circular pladrNA at varying divalent
cation concentrations may help clarify the mecharo$ attachment by studying solely
backbone interactions. It was observed that agfaation concentrations, the more
negatively charged endpoints are believed to binst] using circular DNA molecules
removes all DNA endpoints. If the quantity of bdUDNA is greatly decreased for
plasmid DNA, the importance of DNA endpoints tofage attachment could be
identified.
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