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ABSTRACT 

Application of DLVO (Derjaguin, Landau, Verwey, and Overbeek) theory for suspensions 
utilizing non-aqueous suspension mediums has been tested.  Prediction of suspension stability 
using DLVO theory requires the calculation of the attractive and repulsive forces between the 
suspended colloids and that the only significant stabilization mechanism present is electrostatic 
stabilization which was tested. 

The van der Waals attractive potential was calculated for 12 different colloids in 11 suspending 
mediums in accord with Lifshitz’s treatment and a new approximation proposing that the 
material bandgap energy can be used to approximate the Hamaker constant was developed.  This 
treatment requires the complete knowledge of the permittivity as a function of frequency for all 
the components in the respective suspension.  The permittivity data was simplified using a 
damped oscillator model described by Ninham and Parsegian.  All permittivity data was 
compiled from the literature.  Microwave data was tabulated by NIST, infrared parameters were 
determined from FTIR data, and the ultraviolet/visual parameters were determined via Cauchy 
plots or estimated by the bandgap.  Using the bandgap to approximate the ultraviolet/visual 
parameters proved to be more accurate than other approximations when compared to the 
accepted values.  It was found that the non-oxide and non-stoichiometric colloids tested had the 
largest associated van der Waals attractive force.  The van der Waals potential calculated for 
oxide particles was found to follow a direct relationship with the ionic character of the bonding. 

Repulsive forces were calculated for 12 different colloids in 11 suspending mediums.  The 
calculated repulsive potential generated is a function of both the magnitude of charge generated 
on each colloid (ζ-potential) and the size of the interacting double-layers.  ζ-potential was 
measured for each suspension using a microelectrophoretic technique and the double-layer 
thickness was calculated.  It was demonstrated that as the polarity of the suspending medium 
increased, the thickness of the double-layer also increased.  A large double-layer thickness was 
found to directly correlate to the suspension stability.  A large double-layer thickness results in a 
decreased slope of the charge degradation from the colloidal surface to the bulk suspension.  This 
coupled with a large magnitude of surface charge increases the probability of dispersion. 

Through viscosity measurements, the stability mechanism of each suspension was determined by 
comparison of the viscosity at a shear rate of 1.0s-1 with the shear thinning exponent.  It was 
determined that, of the suspension mediums tested, heptane, octanoic acid, and poly(ethylene 
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glycol) introduce non-electrostatic stabilization mechanisms significant enough to invalidate the 
DLVO predictions for suspensions made using those mediums. 

Consistent with DLVO theory, the total interaction potential was calculated by summation of the 
repulsive and attractive potentials of each suspension (84 suspensions total) as a function of 
separation distance.  Based upon the results of the summation, the suspension stability can be 
predicted.  64 of the 84 suspensions were determined to be unstable as the colloids agglomerated 
in the primary minimum, 11 suspensions were determined to be weakly flocculated, and nine 
suspensions were found to be stable.  Viscosity was used to determine the critical value for the 
thermal energy barrier and to test the DLVO predictions.  The critical value of the thermal 
energy barrier was found to be 2.0 x 10-6J/m2.  Therefore, for suspensions calculated to have a 
thermal energy barrier less than the critical value, the Brownian motion of the colloids in 
suspension at 298K were enough to overcome it, resulting in agglomeration at the primary 
minimum.  For suspensions with a thermal barrier larger than 2.0 x 10-6J/m2, the interacting 
colloids moved into the secondary energy minimum.  All suspensions tested in which the thermal 
energy barrier was less than 2.0 x 10-6J/m2 had a specific viscosity at a shear rate of 1.0s-1 greater 
than the cut-off viscosity for stability.  If the colloids moved into the secondary minimum, the 
resulting suspension was characterized as either being weakly flocculated or stable.  Weakly 
flocculated suspensions had an equilibrium separation distance of colloids less than 40nm 
resulting in a viscosity at a shear rate of 1.0s-1 larger than the determined specific viscosity cut-
off (1.1x 104), but a shear thinning exponent greater than 1.0.  Stable suspensions were defined 
by the colloids as having an equilibrium separation distance greater than 40nm, resulting in 
viscosity values at a shear rate of 1.0s-1 smaller than that of the determined cut-off viscosity 
value. 
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I. INTRODUCTION 

Non-aqueous processing of ceramics is not uncommon and is driven by drawbacks associated 
with processing in water, including the tendency to chemically react with some powders, the 
inability to dissolve specific (i.e. non-polar) additives, and the relatively low volatility.1,2  In 
many cases, organic mediums are mixed together in order to control the volatility.  Extremely 
fast evaporation may cause a state similar to “case hardening” in spray drying, where a hard shell 
develops during drying.1,3  The mediums, which are mixed, must be miscible and are sometimes 
azeotropic.  It is apparent that the type of mixture (azeotropic or miscible) will affect the 
suspension and drying properties; however, it is unclear whether the medium mixture affects the 
final product.1,4 

Regardless of this regulation, many non-aqueous suspension systems have proven effective; the 
most common mediums used include ethanol and 2-butanone (Table I).1 

 

Table I. Non-aqueous Systems Which are Frequently Used in Ceramic Processing 

Medium(s) 
Corresponding Powder 

System 
Reference(s) 

Ethanol Al2O3, BaTiO3 1-3,5-9 
Methanol/Methyl Isobutyl Ketone (MIBK) Al2O3, Si3N4 10-12 

2-Butanone (MEK) Various 1,2,5 
Acetone Various 6-9 

MEK/Anhydrous Ethanol Various 1-3,13-19 
MEK/95% Ethanol Various Titanates 1,13,17,20-22 

MEK/Methanol Various 1 
MEK/Methanol/Butanol Glass-Ceramics 1,23 

MEK/Acetone Al2O3-SiO2-B2O3 1,24 
MEK/Toluene Glass-Ceramics 1,5,25 

1,1,1 Trichloroethane (TCE) MgO 1-3 
TCE/95% Ethanol Al2O3 1,13,16 

Benzene Various 6,8,9,26,27 
Toluene Various 1,5,7-9,28,29 

Toluene/95% Ethanol Various 1 
Toluene/Methanol BaTiO3 4 

Xylenes/Anhydrous Ethanol Al2O3 1,30 
Butanol/Isopropanol/Xylenes/Nitropropane Various 1 
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Although many different industries utilize non-aqueous processing techniques, there is limited 
understanding of how to predict stability.  This lack of knowledge has created a recipe book of 
trade secrets for each company involved in non-aqueous processing.  These recipes often involve 
the use of additives to induce dispersion.  Many dispersants have been proposed and tested for 
non-aqueous systems (Table II).  An agreement on the mechanisms for dispersion has not been 
reached; though the main particle separation mechanism has been found to be steric hindrance, it 
is speculated that both steric and electrostatic mechanisms are significant.1  A global flow chart 
for predicting dispersion is needed.  The first step into understanding the behavior of non-
aqueous suspensions is to evaluate the validity of DLVO theory. 
 

Table II. Frequently Used Dispersants in Non-aqueous Processing 

Dispersant Reference(s) 
Menhaden Fish Oil 2,29-31 
Phosphate Esters 11,14-18,22,31,32 

Ethoxylates 17 
Triglycerides 29 

Dibutyl Amine 5 
Glycerol Trioleate 31 

Benzene Sulfonic Acid 31 

 

This work hypothesizes that dispersant additions are not required for most non-aqueous 
suspensions.  Through understanding the interactions of the colloids in the suspension a medium 
may be selected which will induce dispersion without the need for additives.  It is the goal of this 
work to develop a method to predict suspension stability in different mediums and to 
demonstrate that dispersion can be accomplished simply through proper selection of the medium. 

DLVO theory is the most robust model developed to predict dispersion.  This theory was first 
developed in 1941 by Derjaguin and Landau and in 1948 Verwey and Overbeek independently 
arrived at the same result.33,34  DLVO theory models the interactions between electrical double-
layers (the electrostatic effects) using a force balance approach.  This approach does not apply 
when other dispersion mechanisms, such as electrosteric or steric (where particles are physically 
restrained from interaction), are significant.  DLVO theory is expressed by the competition 
between two forces, the van der Waals attractive force and a repulsive force formed due to 
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surface interactions of the colloid with the medium, from which a total interaction potential 
between colloids can be calculated by the summation of the repulsive and attractive forces over 
the separation distance.  The theory has been proven to be valid for aqueous suspensions; 
however, similar results were not obtained for suspensions using non-aqueous mediums.  Since 
deviation from DLVO theory occurs when using non-aqueous mediums to suspend colloids, it 
has been proposed that other “non-DLVO” forces exist.35,36  It is hypothesized that these “non-
DLVO” forces reported are due to inclusion of another stabilization mechanism and does not 
warrant the conclusion that DLVO theory is invalid for non-aqueous mediums.  It is 
hypothesized (and the basis for this study) that the DLVO theory can be applied successfully to 
non-aqueous suspensions and can therefore be used to predict mediums which will induce 
dispersion without the use of additives. 

Application of DLVO theory requires the calculation of the total interaction potential between 
suspended colloids.  Calculation of the van der Waals attractive potential was done in accord 
with the Lifshitz theory and the repulsive force was calculated using the Gouy-Chapman model.  
The total interaction potential (calculated from the summation of the van der Waals attractive 
potential and the repulsive potential) was used to predict the suspension stability.  Viscosity 
measurements were used in the study for two reasons: 1) test the dispersion predictions and 2) 
confirm that an electrostatic stabilization mechanism was the only significant mechanism acting 
within a suspension. 

1.0 Van der Waals Attractive Potential 

The intrinsic van der Waals forces associated with the colloidal particles originate due to the 
dipolar nature of the solids and the interaction of the respective dipoles with one another.37  
There are three different forces which contribute to the total van der Waals force.  The first is 
described by Keesom as an orientation effect.37,38  The Keesom force originates from interacting 
permanent dipoles and the effect that their relative orientations have on interaction energy.  
Attraction and repulsion can both be obtained from dipole interactions; therefore, if all 
orientations were equally realized, the net force between atoms/molecules would be zero.  
However, Boltzmann statistics suggests that orientations of lower energy are statistically 
preferred; the most favorable (lowest energy) orientation for atoms/molecules is one that results 
in the net force being negative which corresponds to an attractive force (all variables are defined 
at the end of the chapter): 
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DTK
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µµ
−=  (1) 

 

From Equation 1 it is observed that the energy of attraction between the atoms/molecules is 
indirectly proportional to the separation distance – as the separation between the 
atoms/molecules increases, the Keesom force will decrease on the order of D6.  For low 
temperatures or short separation distances Equation 1 is not valid because the atoms/molecules 
cannot have a more energetically favorable position than parallel to each other, therefore: 

 

 TK
DD

U BKeesom >>−= 3
21

3
21 for  2 µµµµ  (2) 

 

Equation 2 only describes the orientation effects on the attraction between the atoms/molecules 
for a parallel orientation, whereas Equation 1 incorporates all possible orientations. 

The Keesom force has a strong correlation to temperature due to the manifestation of Boltzmann 
statistics in the calculations; therefore, as temperature increases the net Keesom force decreases.  
However, Debye observed that as temperature increases the van der Waals force does not 
decrease as rapidly as Keesom predicted.37,38  Debye hypothesized that an interaction energy 
independent of temperature existed between particles.  In addition to the orientation effects, 
interacting atomic/molecular dipoles will also affect the distribution of charge within 
atoms/molecules, called the induction effect.  The property to induce a change in charge 
distribution in surrounding molecules is described by the polarizability.  UDebye is the magnitude 
of the interaction potential due to the induction effect: 

 

 ( )2
12

2
216

1 µαµα +−=
D

U Debye  (3) 

 

Much like the attractive potential obtained from Keesom, Debye also showed an indirect 
relationship between interaction potential and D on the order of D6.  The Debye force, generated 
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from the induced charge distributions, resolved the problem with temperature dependence (UDebye 
is not a function of temperature); however, it did not explain how perfectly symmetrical 
atoms/molecules with no permanent dipoles (gases such as He, H2, N2, and CH4) exhibit van der 
Waals forces. 

Debye hypothesized the existence of quadrupole moments in the atoms/molecules, which also 
contribute to the induction of dipoles through interaction of these higher-order moments.  
Though this does occur, the effect is negligible and it can be shown through wave mechanics that 
symmetrical gases do not exhibit any multipole.  Although wave mechanics proved Debye’s 
hypothesis pertaining to development of van der Waals forces in perfectly symmetrical gases to 
be false, wave mechanics also provided the solution.  Transient dipoles are produced within the 
symmetrical gases and other non-polar molecules since (according to wave mechanics) the 
electrons are always in motion.  The instantaneous dipole moments produce an electric field 
within the atom/molecule which then acts upon a neighboring atom/molecule, producing an 
induced dipole and subsequent electric field with a magnitude based upon the polarizability.  The 
induced electric field is in phase with the original (the induced dipoles are in phase with the 
transient dipoles producing them).  The zero-point electron motion is augmented when 
absorption of photons from (background) radiation takes place.  The absorption of photons 
perturbs the electronic orbitals and produces a transient dipole moment different from those 
produced at the zero-point motion.  These dipole moments formed from excitation of the 
atom/molecule have the same effect on neighboring atoms/molecules as the transient dipole 
moments formed from the zero-point motion.  The dispersion force produced was first described 
by London:37 
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London’s theory assumed that each atom/molecule responds instantaneously to the electric field 
produced by the neighboring atoms/molecules due to the formation of transient dipoles.37,39  
However, the produced electric field travels at the speed of light and the electrons travel at a 
speed consistent with the frequency of the characteristic radiation which is absorbed and emitted 
from the respective atom/molecule.  Therefore if the separation distance between the two 
atoms/molecules is larger than the wavelength of the characteristic radiation, the charge 
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distribution in the atom/molecule originally producing the electric field will have changed in the 
time it takes for the electric field to travel from the original atom/molecule to the neighboring 
atoms/molecules.  This phase lag effect is known as retardation and is accompanied by the fact 
that as the separation distance between the atoms/molecules in question increases past the 
wavelength of the absorbed characteristic radiation, the van der Waals attractive force 
decreases:39,40 

 

 ( ) 21728
23 αα
π D

hc
DU London −=∞→  (5) 

 

Equation 5 demonstrates that as the separation distance increases past the characteristic 
wavelength, the attractive potential decreases more rapidly (proportional to D-7 rather than D-6) 
due to the phase lag.  As long as the two atoms/molecules in question are relatively close 
(separation distance < 20nm) the van der Waals forces will be non-retarded. 

The van der Waals forces were applied to colloids by Hamaker by combining the separate 
contributing forces (Keesom, Debye, and non-retarded London potentials) into a single equation, 
by a pair-wise summation method, and then separating the geometrical and material specific 
terms (Equation 6).41  Through this treatment, Hamaker presented what is now known as the 
Hamaker constant, A, which incorporates all the material specific variables and scales directly 
with the van der Waals attractive force: 
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The Hamaker constant involves all of the material specific terms and the other terms in Equation 
6 describe the geometry of the system.  The Hamaker constant was calculated from the 
polarizabilities and atomic densities through a pair-wise summation in the two interacting 
bodies.41 
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Hamaker’s pair-wise summation approach, referred to as the microscopic approach, had 
shortcomings in calculating the attractive potential, including neglecting many body interactions, 
not being able to calculate for the effect of a different suspending medium (rather than vacuum), 
and not accounting for retardation effects.3,39,42 

These limitations were corrected by Lifshitz.  Although Lifshitz arrived at the same expression 
for total van der Waals potential between particles (Equation 6), the calculation of the Hamaker 
constant is much different.42  Lifshitz hypothesized that each colloid can be modeled as a 
dielectric continuum.  Due to instantaneous dipole formation and subsequent electric field 
generation, each body can therefore be thought of as a series of standing waves which occur at 
specific frequencies based on the polarization of the atom/molecule at different frequencies.43  
Most materials are able to be polarized in several different ways leading to a combined effect of 
the Debye and London forces (the Keesom force does not describe polarization, it describes the 
effect of orientation of dipoles on the net force).  The contribution of each can be observed by 
the dielectric frequency response which is material specific.  Table III shows the result of the 
absorption of photons at different frequencies of the electromagnetic spectrum. 
 

Table III. Effect of Photon Absorption on the Material at Different Regions of the 
Electromagnetic Spectrum 

Electromagnetic 
Region 

Frequency 
(rad/sec)44 

Photon 
Absorption 

Effect45 

Polarization 
Type 

Low High 
Radio 104 1010 Plasma oscillation N/A 

Microwave 109 1012 Molecule/atom 
rotation Orientational 

Infrared 1012 3 x 1015 Molecular vibration Molecular 

Visible 3 x 1015 5 x 1015 Molecular electronic 
excitation Molecular/Electronic 

Ultraviolet 5 x 1015 1018 Valence shell 
electron excitation Electronic 

X-ray 1017 1021 Core shell electron 
excitation N/A 

Gamma Ray 1019 1023 Nuclear excitation N/A 
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For metals or electronic conductors, photons corresponding to the radio wave frequencies of the 
electromagnetic spectrum are absorbed. For other materials, however the photon energy is too 
weak to be absorbed except under special conditions when specific nuclei are placed under a 
strong magnetic field (NMR).45  Relaxations in the microwave region correspond to rotational 
movement of molecules and will only occur if there is a change in the dipole moment during the 
rotation and therefore can only affect molecules with a permanent dipole moment.  The rotation 
corresponds to orientation polarization (Keesom/Debye forces) effect.  In the infrared range, 
absorption of photons will cause molecular bonds to vibrate.  This absorption can only occur if 
the excitation of the molecule causes a change in the magnitude and direction of the dipole 
moment of the bond (Debye force).45  There are two specific vibrational classifications – 
stretching and bending.  The ultraviolet/visible regions cause changes in the electronic state of 
the molecule/atom in which electrons are excited to higher energy orbitals (in atoms) and/or anti-
bonding levels (in molecules).  These changes induce atomic and molecular electronic 
polarization (Dispersion/Debye force).  At frequencies larger than those in the ultraviolet range 
(X-rays and γ-rays), the response of the polarization processes (orientational, molecular, and 
electronic) to the field does not occur.  Therefore, at these frequencies the permittivity of the 
material approaches the permittivity of free space (ε0) and is not taken into account when 
calculating van der Waals forces. 

The resulting van der Waals force can then be calculated as a result of modifications in the 
electromagnetic field between two bodies to cause the interacting fields to be in phase.  
Therefore, the role of the suspending medium is to modify the interacting electromagnetic field 
between colloidal particles.  Furthermore, the Hamaker constant must be calculated with 
knowledge of the dielectric spectra (of each component) as a function of frequency.  Since the 
van der Waals force is a function of separation distance between interacting particles (retardation 
effect), the Hamaker constant is not a constant but also function of separation distance, which 
has been defined by Lifshitz:42,46,47 
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Where the prime on the summation indicates that the first term (n=0) is taken at half weight; ρ, 

βn, ∆n, and ∆ can be defined as: 
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The variable q is defined via the Fourier integral of the random electrical field vector, E.  The 
function E(x, y, z) is represented by a two dimensional planar vector, q, and a radius vector, r, in 
the y-z plane of the Fourier integral.  Therefore q has components ky and kz resulting in k2 = kx

2 + 
q and the quantity of q includes values from zero to infinity.  The component sj (where j = 1 or 2) 
is defined as: 
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The permittivity is a complex function, ε(ω) = ε’(ω) + iε’’(ω) of a complex frequency ω = ωR + 
iξ defined by: 
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The function ε(iξn) arises from a purely mathematical evaluation of the permittivity on an 
imaginary frequency axis and has no direct physical significance: 
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Equation 15 is derived from extending the definition of the permittivity (dielectric response; 
Equation 14) of a material to the complex frequencies.  Therefore, it can be determined from 
Equation 15 that when ξ = 0, ε(iξn) is equal to the static dielectric constant and at ξ = ∞, ε(iξn) is 
equal to unity.  The imaginary frequency axis is used in order to change the path of integration 
when calculating the van der Waals force in order to simplify the mathematics.42 

The physical significance of ε(iξn) can only be inferred indirectly by relation to the physical 
quantities of the real (transmission) and imaginary (absorption) permittivity through Kramers-
Kronig transformations.  From these relationships it is observed that the values of permittivity on 
the imaginary frequency axis are a function of dispersion energy.  The complex permittivity on 
the imaginary frequency axis, ε(iξn), is determined by relation to the imaginary component of 
permittivity on the real frequency axis, ε’’(ω), which measures the ability of a material to absorb 
an electric field at specific frequencies (known as the Kramers-Kronig transformation):47 
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Since ε’’(ω) > 0, ε(iξn) is a real, positive, and monotonically decreasing function of ξn (n = 0, 1, 
2, 3,…) where: 

 

 n
h

TK B
n

24πξ =  (17) 

 



 

11 

Equation 17 demonstrates that the permittivity of a material is only measured at specific 
frequencies, a consequence of evaluation on an imaginary axis.  Therefore by calculating the 
frequencies at which permittivity is evaluated, it is concluded that the ultraviolet region is the 
most important (Table IV). 
 

Table IV. Demonstration That at Room Temperature (298K) the Interval Sampling 
Frequency is 2.5 x 1014 rad/sec 

Electromagnetic 
Region 

Frequency 
(rad/sec)44 Number of Samples 

(at 298K) 
Low High 

Static - - 1 
Radio 104 1010 0 

Microwave 109 1012 0 
Infrared 1012 3 x 1015 12 
Visible 3 x 1015 5 x 1015 8 

Ultraviolet 5 x 1015 1018 4057 

 

For simplicity, the Hamaker function is reduced to a constant (with respect to separation 
distance) for two specific cases: when the van der Waals force is either fully non-retarded (D << 
characteristic wavelength) or fully retarded (D → ∞).  For a non-retarded van der Waals force 
between two different particles, the Hamaker function can now be defined as the Hamaker 
constant:42,48,49 
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The ∆jk and σ terms are defined as: 
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εj(iξn) and εk(iξn) are the permittivity of component j (j=1, 2, or 3) and component k (j=1, 2, or 3) 
where k ≠ j.  Since ∆13∆23 exp(-σ) < 1, the integral in Equation 18 can be preformed analytically 
by expanding the logarithmic term in a power series and integrating term by term: 
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When only one type of particle is used, Equation 21 can be reduced to: 
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For fully retarded values of the van der Waals force, the Hamaker function (Equation 8) is 
reduced to: 
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The Lifshitz retardation function has a range of values from 0.35 (σ → 1) to unity (σ → ∞). 

All calculations for Hamaker function and non-retarded Hamaker constant require the 
permittivity as a function of imaginary frequency, ε(iξn), of each component to be known.  In 
order to obtain this information, knowledge of the entire complex permittivity on a real 
frequency axis from zero to infinity is required and then used to calculate ε(iξn) via Equation 16.  
The information required is not readily available for many materials; however, by treating the 
permittivity as damped oscillators, the required information can be reduced.46  This treatment, 
developed by Ninham and Parsegian, models the complex permittivity using a Debye relaxation 
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for the microwave region and a Lorentz electron dispersion term for infrared through ultraviolet 
wavelengths:46 
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On the imaginary axis, ω = iξn: 
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Contribution of the damping term is now only significant when ω ≈ ωj since the bandwidths will 
always be less than the absorption frequencies.  Therefore the damping term is negligible since: 
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Resulting in: 
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The microwave and infrared terms are well documented or can be inferred through FTIR 
spectroscopy.50-53  The data for frequencies in the visible/ultraviolet range of the spectrum is not 
as easily obtainable.  A common method of discerning the spectroscopic data in this region is to 
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use the first ionization potential as the characteristic absorption frequency in the 
ultraviolet/visible region, ωUV.  As long as the absorption within the visible region is negligible, 
the characteristic oscillator strength, CUV, in this region can be calculated by correlation to the 
refractive index at the sodium D line (wavelength = 589.29nm): 

 

 12 −= SUV nC  (28) 

 

The sodium D line is the most common wavelength at which the refractive index is measured.  
Therefore Equation 28 correctly assumes that after the ultraviolet relaxation, the relative 
permittivity of the material is unity and no polarization mechanisms can activate.  A more 
precise way to determine these relaxations is to correlate refractive index data to the Ninham-
Parsegian representation of the dielectric dispersion.  In the ultraviolet region for only real 
frequencies: 
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Since permittivity, ε(ω), is a complex material property, the real (ε’) component is related to the 
transmission of the electric field and the imaginary (ε’’) component is determined by the 
materials absorption of the electric field: 
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When no absorption of interacting electromagnetic radiation is occurring, ε’’(ω) = 0 (as is 
observed in the visible frequencies for dielectrics); the permittivity as a function of real 
frequency can be related to the refractive index as a function of real frequency.  The refractive 
index is a measure of the change in velocity of the interacting light when moving from one 
medium to another and is closely related to permittivity.  Similar to permittivity, refractive index 
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is a complex material property in which the real part, n’(ω), is related to the transmission of the 
interacting light and the complex part, n’’(ω), is related to the absorption of interacting light: 
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In the region where ε’’(ω) = 0, n’’(ω) is also equal to 0:  By applying a Kramers-Kronig 
transformation, the relationship between ε(ω) and n(ω) when ε’’(ω) = 0 and therefore n’’(ω) = 0 
can be written as: 
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Therefore, rearranging Equation 32: 
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A plot of n’(ω)2-1 vs. ω2(n’(ω)2-1) will yield a straight line with the slope equal to 1/ω2
UV and a 

y-intercept equal to CUV.  Using the first ionization potential data (instead of the Cauchy plot 
method), values of ωUV are systematically low while values for the oscillator strength, CUV, are 
slightly high.  Using the Cauchy method is therefore preferred, however when the refractive 
index data is unavailable the first ionization potential can be used. 

Hamaker constant and subsequent attractive force calculations have been completed for many 
different colloidal particles in water.  These calculations are enabled by the extensive dielectric 
dispersion data for water; however, the required dispersion data are not available for other 
liquids.38,54,55  Due to the lack of dispersion data for non-aqueous mediums, calculations of 
Hamaker constants for colloids suspended in non-aqueous media are typically 
approximated.38,41,42,48,56,57  New characterization techniques have recently been applied to non-
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aqueous mediums generating the required dielectric dispersion properties.58  This has permitted 
accurate Hamaker constant calculations. 

2.0 Repulsive Potential 

The charged double-layer developed by particles when introduced to a medium is the basis for 
the electrostatic repulsive potential.  Similar to the behavior in water, colloids develop a surface 
charge in organic fluids (regardless of polarity) and therefore also develop a double-layer due to 
association of free ions in solution.6,7,16,59-65  The double-layer consists of two distinct layers of 
ions which are found in solution in the suspension, known as the Stern layer and the Gouy-
Chapman layer (or diffuse layer) which are separated by the shear plane.  The Stern layer is 
located adjacent to the particle surface and consists of adsorped (strongly held) ions which are 
essentially immobile.  The Gouy-Chapman layer is located past the shear plane (towards the bulk 
suspension) and consists of weakly bound ions allowing for movement.3  The shear plane is 
named as such because it marks the region where the suspending medium is first able to move 
with respect to the particle.66  The ζ-potential is a measure of the charge at the shear plane.  A 
schematic of the double-layer is presented in Figure 1. 
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Figure 1. Schematic of the double-layer of a positively charged colloid adapted 
from Shaw.67 

 

Development of the surface charge and subsequent generation of the double-layer in water (and 
other highly polar media, relative static permittivity, εr > 25) has been well studied and 
understood.  Charge is developed through ionization of the colloidal surface, resulting in the 
exchange of protons between the medium and the colloid.65  This surface ionization results in the 
release of hydronium and hydroxyl (as well as other metal/non-metal) ions into solution in which 
they are complexated (commonly referred to as solvation).  Ions in solution must be complexated 
(acquire a layer of tightly bound molecules) in order to overcome the coulombic forces, 
ECoulombic, of attraction between them (Equation 34). 
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If the ions were permitted to reach separation distances in which the kinematic energy (Brownian 
motion) could not overcome the coulombic attraction, the solution would spontaneously 
precipitate.  For example, the separation distance required for a NaCl-water solution at room 
temperature to spontaneously coalesce is 0.7nm.  Therefore in order to prevent ions from 
entering separation distances which cause spontaneous precipitation (i.e. ≤ 0.7nm for NaCl) the 
ions must be complexated.60 

Development of surface charges in low polarity mediums is not as well understood – based on 
the difficulty to reach dispersion it is hypothesized that ions may not be ionized from the particle 
surface or the ions do not reach the degree of complexation required to prevent spontaneous 
coalescence and therefore do not form a sufficiently charged double-layer.  For salt solutions in 
hydrocarbons (non-polar mediums), the critical separation distance is calculated to be 
approximately 28nm; therefore, a solvation layer of 14nm is required for each ion.  Charge on 
the particle surface and a subsequent double-layer, however has been observed in non-polar 
mediums with no added electrolyte.60,62,64 

It is proposed that a different mechanism is responsible for particle charging in non-aqueous 
mediums since the degree of dissociation of non-polar suspensions is much less than that of a 
polar medium.60  Fowkes proposed the most robust model for charging in non-aqueous media 
through a study of added polyelectrolytes (specifically long-chain sulfonic acids) in non-polar 
mediums.68  In water (and other polar mediums), polyelectrolytes first dissociate and then 
preferentially adsorb onto the particle surface.  In non-aqueous media the mechanism was 
observed to be much different – the polyelectrolyte is not dissociated first but adsorped on the 
colloidal surface.  Once adsorbed, the polyelectrolyte dissociates by proton exchange.  The 
dissociated polyelectrolyte then undergoes a dynamic process of adsorption-desorption.  It is 
hypothesized that this theory may be applied to non-polar suspension mediums, such as heptane, 
and long chain polymer suspension mediums, such as poly(ethylene glycol), with no added 
electrolyte necessary to explain the measured charge on the particle. 

Repulsive forces develop in accordance to the overlap of the two interacting double-layers.  
When two similar particles (particles which develop the same charge in the respective medium) 
interact, a repulsive force is developed based on electrostatics (like charges repel).  Particles 
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become electrostatically dispersed when the repulsive charges are large enough to overcome the 
intrinsic van der Waals attractive force between particles.  Polar mediums allow for larger ionic 
double-layers to develop due mainly to the associated relative static permittivity of the medium.  
The large relative static permittivity of polar media allow for ions at relatively large distances 
away from the particle surface to be incorporated into the ionic double-layer.  Ions are not as 
easily associated at large distances away from the particle surface in non-polar mediums.  This 
leads to a large charge gradient in non-polar mediums – the charge quickly decays as one moves 
from the particle surface to the bulk suspension requiring the particles to be closer together 
before the double-layers interact, resulting in the van der Waals attractive force between particles 
to also be increased (van der Waals force is proportional to (D-6).62,63  Therefore the requirements 
for electrostatic stability are not only a significant charge on the particle (measured as the ζ-
potential), but also a shallow charge gradient (small decay of charge from the shear plane 
towards the bulk suspension). 

Although the charge gradient and size of the double-layer are important, ζ-potential has been 
commonly used as the benchmark to predict dispersion.  It is a common misconception that a 
large measured ζ-potential will result in dispersion.  This has even led to an ASTM standard 
(now defunct) that defines the minimum ζ-potential needed for dispersion.69  Although ζ-
potential is related to dispersion, it is often seen, especially in non-polar mediums, that large ζ-
potential values can be observed without dispersion. 

The ζ-potential is important however, since it is used to calculate a number of suspension 
properties including diffuse layer (volume) charge density, diffuse double-layer electrostatic 
potential, diffuse double-layer interaction potential, and the interaction potential energy of 
repulsion. 

The diffuse layer charge density is a measure of excess counter-ions within the double-layer 
relative to the number of co-ions.  This can be calculated by first using the Boltzmann equation 
to determine the number of ions of each type within the Gouy-Chapman layer and then adding all 
the ions in a unit volume of the electrolytic solution in the locality of the particle.  The 
Boltzmann equation (Equation 35) relates the number of ions of type i in the double-layer to the 
number of ions of the same type in the bulk: 
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It is assumed that wi can be calculated by the electrostatic energy the double-layer acquires: 

 

 ψezw ii =  (36) 

 

The value of the electrostatic potential within the bulk is taken as zero (ψ = 0 in the bulk).  
Therefore to calculate the diffuse layer charge density, all the ions (of either sign) must be added: 
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From the diffuse layer charge density, the potential throughout the double-layer may be 
calculated.  The diffuse double-layer electrostatic potential is a fundamental quantity necessary 
for assessment of particle dispersions.  Given the theory of electrostatics, a relation between the 
diffuse double-layer electrostatic potential and the volume charge density is given by the Poisson 
differential equation:66 
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This results in the Poisson-Boltzmann second-order nonlinear differential equation for 
determination of the diffuse double-layer electrostatic potential within the Gouy-Chapman layer 
about the particle: 
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This differential equation can be linearly approximated (called the Debye-Hückel approximation) 
if it is assumed that the diffuse double-layer electrostatic potential is small relative to the thermal 
energy of the ions; that is to say that |zieψ| < KBT.  Therefore, the exponential can be expanded 
and all but the first two terms neglected resulting in the difference in the volume charge density 
of the ions in the bulk (first term within the parentheses, Equation 40) and the ions interacting 
with the particle (second term within the parentheses, Equation 40): 
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The volume charge density of the bulk solution must equal zero to preserve electroneutrality, 
resulting in: 
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From Equation 41 the Debye-length can be defined as a measure of the double-layer thickness.  
The Debye-length is a function of the suspension medium and the type of electrolytes present 
therefore, the double-layer thickness does not depend on the type of particle in suspension.  The 
Debye-length is the inverse of Equation 42 (κ-1): 
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Solving the differential equation (Equation 41) results in the Debye-Hückel approximation of the 
diffuse double-layer electrostatic potential: 

 

 ( )[ ]dx −−= κζψ exp  (43) 
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The term x - d defines the distance from the shear plane.  The Debye- Hückel approximation is 
applicable only when the charge on the shear plane is less than 50mV.  Above such potentials the 
linear approximation does not decrease as quickly as the potential actually does when moving 
from the shear plane towards the bulk resulting in overestimations of the electrostatic potential.66  
The Debye-Hückel approximation is commonly applied to ceramic systems since ζ-potential 
values are not generally observed above 50mV; however, when working with non-aqueous 
suspensions ζ-potential values greater than 100mV without any electrolyte additions have been 
observed.  Therefore, the diffuse double-layer electrostatic potential cannot be modeled by the 
linear approximation in non-aqueous systems and the full solution to Equation 39 is required. 

To simplify the algebra the electrolyte is assumed to be symmetrical (z+:z-) resulting in zi=z+=-z-

=z.  Therefore we can rewrite Equation 39: 
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Equation 44 is the fundamental differential equation.  For this case, the linear approximation 
yields the Debye-Hückel parameter when only symmetrical electrolytes are present in solution, 
κs: 
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The fundamental differential equation (Equation 44) can be solved: 
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Equation 46 represents the full solution to the Poisson-Boltzmann differential equation with only 
symmetrical electrolytes present; however, the electrostatic potential term is not isolated.  It is 
common to study colloidal suspensions using a reduced potential term, ψR, which is a 
dimensionless quantity equal to eψ/KBT.  Although this is how colloidal suspensions are studied, 
it would be more direct (and tangible) to solve Equation 46 forψ.  It can be shown that by using 
the area hyperbolic tangent function (artanh), the diffuse double-layer electrostatic potential can 
be solved for analytically: 
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Equation 47 allows for graphical representation of ψ versus D.  Knowledge of the diffuse 
double-layer electrostatic potential allows for the calculation of the diffuse double-layer 
interaction potential.  When double-layers of interacting particles overlap, a significant increase 
in the electrostatic potential results.  At large separation distances (distances close to that of the 
Debye-length) the cumulative electrostatic potential is simply additive; however, when the 
separation distance between particles decreases, the cumulative electrostatic potential is more 
complex.   This is because the shape of the diffuse double-layer interaction potential curve is 
limited by the Poisson-Boltzmann equation (Equation 39) and the fundamental differential 
equation (Equation 44).  To simplify the mathematics, Equation 44 can be reduced to: 
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To solve Equation 48 for the electrostatic potential at any point between two interacting 
particles, the following boundary conditions must be satisfied, at the mid-point plane (where x = 
m): 
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 0 =
ξd

dy  (50) 

 

Therefore a solution can be found: 
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To calculate the electrical potential function, Equation 51 must be integrated between the limits x 
= d and x = m (or y = b and y = u).  The result is an elliptical integral of the first kind: 
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Elliptical integrals cannot be determined analytically but tabulated solutions have been 
published.70  An elliptical integral of the first kind has the general formula of: 
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Therefore solving for the total separation distance, D, Equation 52 can be transformed to fit the 
general formula of an elliptical integral: 

 

 ( ) ( )







−






= − kFkFkD s ,,

2
exp4 1 φπκ  (54) 

 



 

25 

where k and φ are defined respectively: 
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From Equation 54, the electrostatic potential at the mid-point plane can be calculated as a 
function of particle separation distance. 

The repulsive potential generated from the electrostatic potential between the two interacting 
particles is analyzed by calculation of osmotic pressure developed because of the accumulation 
of ions between particles: 

 

 TnKcRTp B==  (57) 

 

The osmotic pressure is related to the repulsive potential by the difference between the osmotic 
pressure at the mid-point between the interacting particles and the osmotic pressure in the bulk 
suspension. 
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With respect to the osmotic pressure, the fundamental differential equation (Equation 44) can be 
integrated for a fixed separation distance: 
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The first term in Equation 59 is related to the osmotic pressure between the particles, and the 
second term is known as the Maxwell stress.  The pressure varies from point to point due to the 
variation of local ion concentration resulting in the variability of ψ.  At the mid-point plane 
between the two particles, dψ/dx is equal to zero resulting in the osmotic pressure being equal to 
C.  Therefore, the osmotic pressure at the mid-point plane between the two interacting particles 
is: 

 

 ( )uzenCp o
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Through the identity of the hyperbolic cosine, Equation 60, can be reduced to: 

 

 ( )mBm nnTKp −+ +=  (61) 

 

Equation 61 demonstrates that as the distance increases away from the mid-point plane toward 
the particle surface, the number of ions will increase.  It could be thought that the increase in ions 
will result in increasing the osmotic pressure associated with the plane (one between the particle 
surface and the mid-point plane) however, this is not the case since the Maxwell stress (second 
term in Equation 59) will cause the net effect to be the same throughout the entire region 
between plates. 

As stated, the force per unit area exerted on the particles is calculated as the difference between 
the osmotic pressure between the solution and the mid-point plane between the interacting 
particles.  This results in the solution: 
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Therefore an expression for the osmotic pressure difference can be defined using known 
variables.  To calculate the repulsive potential, however the integral of ∆p with respect to the 
interparticle separation distance must be considered.  This leads to an elliptical integral of the 
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second kind (integral of the elliptical integral used to calculate ψm).  An elliptical integral of the 
second kind has the form: 
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A program was developed to return the tabulated results of both the first and second order 
elliptical integrals as a function of φ and k (Appendix A). 

In order to simplify the mathematics involved, the repulsive potential can be determined by 
relating the osmotic pressure difference to the difference in free energy.  This results in: 

 

 ( )∞−= UUV mR 2  (64) 

 

Um is then the only term with a second order elliptical integral in which: 
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The second order elliptical integral, I, (Equation 65) is equivalent to: 
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Solutions to Equation 66 can be solved by using Equation 63 and therefore must be reduced to: 
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By substituting Equation 67 into Equation 65, Um can be determined.  U∞ can be found by 
restricting Equation 65 to the case of m=∞ which results in the explicit expression: 
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With both Um and U∞ able to be solved, the total repulsive potential between two interacting 
particles can now be calculated by substituting Equations 68 and 65 into Equation 64. 

3.0 Total Interaction Potential 

The total interaction potential is realized by the summation of the attractive and repulsive terms 
(VA and VR) as a function of separation distance: 
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Since the non-retarded Hamaker constant is being used, the summation is only valid from 2 to 
20nm where the retardation effects are negligible. 

By determining the total potential energy between two colloids as a function of separation 
distance (Figure 2), it can be determined if the colloids will exhibit a repulsive or attractive 
nature and at what distance the colloids will be from one another when energetically stabilized.  
Therefore the stability of the suspension can be determined. 

 



 

29 

 
Figure 2. Curves used to demonstrate the four possible types of interactions 
between colloidal particles in a medium.  The curves depicted are exaggerated to 
illustrate the features of each. 

 

Figure 2 depicts four distinct curves for the total interaction potential between colloids.  Curve A 
is a demonstration of the effect of a large repulsive potential coupled with a weak attractive 
potential.  No minimum value is apparent leading to the prediction of a stable colloidal 
suspension.  Curve A is represented by a positive primary maximum potential and no primary or 
secondary minimum potentials.  Curve B also demonstrates a large repulsive potential, however, 
it is coupled with a larger attractive potential than in curve A.  Therefore Curve B is represented 
by a positive primary maximum and primary minimum potential with no existing secondary 
potential.  The larger attractive potential results in a primary maximum and minimum.  Although 
a minimum is present, the colloidal particles must be given enough energy to overcome the 
energy barrier at the primary maximum.  Typically in this case, the energy barrier is much 
greater than the thermal energy associated with the colloids and therefore the separation between 
colloids is never reduced enough for the colloids to reside at the primary minimum.  Therefore 
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the effect is the same as curve A and a suspension with a total interaction potential described by 
curve B is predicted to be stable.  Curve C demonstrates the coupling of a moderate repulsive 
and attractive potential with one another.  As in curve type B, a primary minimum and maximum 
is developed; however, unlike curve B a secondary minimum is observed in curve C.  The 
predicted stability of the colloidal suspension in curve C is dependent on two variables – the 
magnitude of the energy barrier (difference between the primary maximum and the secondary 
minimum) and the separation distance associated with the secondary minimum.  If the magnitude 
of the energy barrier is smaller than the thermal energy associated with the colloids, the colloids 
will overcome the maximum and therefore reside at the primary minimum resulting in 
irreversible coagulation and therefore predicted instability.  However, if the colloids do not 
possess the required energy to overcome the barrier they will reside at the secondary minimum.  
The secondary minimum results in weakly attractive particles at relative large equilibrium 
separation distances.  In the secondary minimum stability of the suspension is hypothesized to be 
dependent on the equilibrium separation distance – it is speculated that large distances between 
particles (even though they are weakly attractive) will result in a stable suspension.  In curve D, 
the attractive potential is much larger than the repulsive potential and is defined by a negative 
primary minimum potential with no primary maximum or secondary minimum.  Suspensions 
with the interaction potential described by curve D will result in the particles residing at the 
primary minimum; therefore, an unstable suspension is predicted by DLVO theory. 

4.0 List of Variables 

A – Hamaker constant 

A131 – Hamaker constant between colloids of material type 1 separated by a dielectric medium 
(3) 

A132 – Hamaker constant between two different colloids of material type 1 and 2 separated by a 
dielectric medium (3) 

Aj – Hamaker constant of material j in the Pugh approximation 

b – 
TK

ze

B

ζ  

c – Speed of light in a vacuum 

Cmw – Characteristic oscillator strength of the microwave frequency range 



 

31 

CIR – Characteristic oscillator strength of the infrared frequency range 

CUV – Characteristic oscillator strength of the ultraviolet frequency range 

Cj – Characteristic oscillator strength of the infrared or ultraviolet frequency range 

D – Total separation distance 

d – Distance from the particle surface to the shear plane 

ECoulombic – Electrostatic Coulombic force between ions 

e – Charge on an electron 

h – Planck’s constant 

I – Second order elliptical integral 

KB – Boltzmann’s constant 

Mi – Molarity of ion i 

m – Distance from the particle surface to the mid-point plane 

NA – Avogadro’s number 

n – Integer 

ni – Number of ion of type i in the double-layer 

n+ – Number of positive ions in the double-layer 

n- – Number of negative ions in the double-layer 

ni
o – Number of ion of type i in the bulk suspension per unit volume 

n(ω) – Index of refraction as a function of real frequency 

n’(ω) – Real component of refractive index (transmission) 

n’’(ω) – Imaginary component of refractive index (absorption) 

ns – Real refractive index at the sodium D line 

p – Osmotic pressure 

q – Atomic density 

R – Gas constant 
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T – Temperature 

UKeesom – Average interaction potential between atoms/molecules due to the Keesom force 

UDebye – Interaction potential due to the induction effect 

ULondon – Interaction potential due to the London dispersion effect 

Um – Free energy at the mid-point plane between interacting particles 

U∞ – Free energy of the bulk suspension 

u – 
TK

ze

B

mψ

 

VR – Total repulsive potential 

VA – Total van der Waals attractive potential 

VT – Total interaction potential 

wi – Work required to move an ion of type I from the bulk suspension to the double-layer 

x – Distance from the particle surface 

y – 
TK

ze

B

ψ  

zi – Valence of ion i 

αj – Polarizability of atom/molecule j 

∆ij – Difference in dielectric dispersion between materials i and j 

εr,static – Relative static permittivity (Dielectric constant) 

εo – Permittivity of a vacuum 

εr – Relative permittivity 

ε(ω) – Complex permittivity as a function of real frequency 

ε’(ω) – Real permittivity as a function of real frequency (transmission) 

ε’’(ω) – Imaginary permittivity as a function of real frequency (absorption) 

εj(iξn) – Permittivity of material j evaluated on the imaginary frequency axis (iξn) 

ξn – Imaginary frequency 
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f(τ) – Function which describes the decay of the induced polarization with time 

γj – Damping term 

Φj – First ionization energy of atom/molecule j 

κ-1 – Debye-length 

κs
-1 – Debye-length only including symmetrical electrolytes 

λ - London-van der Waals constant 

η – Viscosity at 298K 

Ω(εr,static,1, εr,static,2, εr,static,3) – Lifshitz retardation function for material type 1 and 2 separated by 
a dielectric medium (3) 

τ – Time 

µj – Dipole moment of atom/molecule j
 

ν – Integer 

ω – Real frequency 

ωmw – Characteristic frequency of the microwave frequency range 

ωIR – Characteristic frequency of the infrared frequency range 

ωUV – Characteristic frequency of the ultraviolet frequency range 

ωj – Characteristic frequency of the infrared or ultraviolet frequency range 

ψ – Electrostatic potential 

ψr – Reduced potential 

ψm – Electrostatic potential at the mid-point plane 

ζ – ζ-potential 
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3.0 Abstract 

The bandgap is a material property that expresses the type of bonding, electrical properties, and 
optical properties.  Bandgap measurements are straightforward and are commonly measured for 
most materials.  It is hypothesized that the bandgap can be used to approximate non-retarded 
Hamaker constants.  Using the bandgap to calculate the non-retarded Hamaker constants presents 
a unique opportunity to be able to apply DLVO theory to materials, such as semiconductors, in 
which the characterization of dielectric dispersion in the ultraviolet/visible frequencies range 
proved difficult.  This work demonstrates that using the energy of the bandgap for particles to 
approximate the characteristic frequency in the ultraviolet/visible frequency range to calculate 
non-retarded Hamaker constants for oxides correlated well with the published values.  Using the 
bandgap to approximate the non-retarded Hamaker constants for non-oxide materials resulted in 
significantly underestimated values which require a mathematical correction. 

4.0 Introduction 

DLVO theory requires the attractive potential between interacting colloids to be known.  The 
contribution of the attractive potential (VA) was derived by Hamaker (variables are defined at the 
end of the chapter):1 

 

 212
1
D

AVA π
−=  (70) 
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The Hamaker constant (A) involves all of the material specific terms; the other terms in Equation 
70 describe the geometry of the system. 

The Hamaker constant is calculated by modeling each colloid as a dielectric continuum.  Due to 
instantaneous dipole formation and subsequent electric field generation, each body can therefore 
be visualized as a series of standing waves which occur at specific frequencies based on the 
polarization of the atom/molecule at different frequencies.2 

The resulting van der Waals force is calculated through a correlation of the modifications in the 
electromagnetic field between two bodies causing the interacting fields to be in phase.  The role 
of the suspending medium is to further modify the interacting electromagnetic field between 
colloidal particles.  Furthermore, the Hamaker constant must be calculated with knowledge of 
the dielectric spectra of each component as a function of frequency, therefore requiring the 
particles and the suspending medium to be characterized in the microwave, infrared, and 
ultraviolet/visible frequency regions of the electromagnetic spectrum. 

Hamaker constant and subsequent attractive force calculations have been completed for several 
different colloidal particles in water.  These calculations are enabled by the extensive dielectric 
dispersion data for water; however, the required dispersion data is not always available for other 
liquids.3-5  Due to the lack of dielectric dispersion data for most materials, calculations of 
Hamaker constants for colloids suspended in non-aqueous media are typically approximated.1,3,6-

9  It is hypothesized that using the bandgap energy to approximate the characteristic frequency 
and absorption in the ultraviolet/visible frequency range results in a Hamaker constant which is 
comparable to the value obtained when using the Cauchy method.  A bandgap exists in all non-
metallic materials and is defined as the energy gap between the valence and conduction band 
(Figure 3).10 
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Figure 3. Schematic of the band structure of solids demonstrating the concept of a 
bandgap. 

 

The energy of the bandgap is defined by the amount of energy required for an electron in the 
valence band to move into the conduction band.10-12  Therefore the material will absorb light 
corresponding to that energy resulting in a dielectric relaxation.  Semiconducting materials all 
absorb in the visible range (bandgap energy < 2eV), making Cauchy analysis on these materials 
difficult.  Bandgap measurements are straightforward and the values are already known for most 
materials making the bandgap energy a viable candidate to approximate the characteristic 
absorption frequency and strength when the data and/or analysis instruments for construction of 
a Cauchy plot is unavailable. 

5.0 Determination of Spectral Parameters 

Non-retarded Hamaker constants were calculated for an experimental matrix of 132 (12 powder 
types x 11 mediums) colloid-medium combinations.  The suspension mediums used in the 
calculations included water and 10 other mediums: methanol, ethanol, isopropanol, sec-butanol, 
acetone, 2-butanone (Methyl Ethyl Ketone), toluene, heptane, octanoic acid, and 200 molecular 
weight poly(ethylene glycol).  2-Butanone and poly(ethylene glycol) will be identified 
respectively as MEK and PEG. 

Hamaker constants for each colloid/medium suspension combination were calculated using the 
Lifshitz equation with the Ninham-Parsegian dielectric dispersion oscillator model:3,8,13 
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Where ∆13 is defined as: 
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All calculations for the Hamaker function and non-retarded Hamaker constant require the 
permittivity as a function of imaginary frequency, ε(iξn), of each component to be known.  In 
order to obtain this information, knowledge of the entire complex permittivity on a real 
frequency axis from zero to infinity is required and then used to calculate ε(iξn) via Kramers-
Kronig relationships.4  The information required is not readily available for many materials but 
by treating the permittivity as damped oscillators, the characteristic absorption frequencies and 
strengths can be deduced.13  This treatment, developed by Ninham and Parsegian, models the 
complex permittivity using a Debye relaxation for the microwave region and a Lorentz electron 
dispersion term for infrared through ultraviolet regions:13 
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The dielectric dispersion parameters for each colloid and medium were characterized within the 
microwave, infrared, visible, and ultraviolet ranges of the electromagnetic spectrum for use in 
the Ninham-Parsegian model (Table V).  At higher frequencies than ultraviolet, the interacting 
radiation will not result in the activation of a polarization mechanism, but will cause ionization 
and ejection of subatomic particles.  Therefore at frequencies higher than that of the final 
ultraviolet relaxation, the relative static permittivity is equal to unity.  The spectroscopic 
dispersion parameters used for water were extracted from Bergström.3  A schematic was 
prepared to help facilitate the understanding of the dispersion properties required for analysis 
(Figure 4). 
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Figure 4. Schematic diagram demonstrating the physical significance of the 
dielectric dispersion properties used for calculations.  The frequency axis is not drawn to 
scale. 

 

6.0 Previous Approach to Approximate non-Retarded Hamaker Constant 

The Pugh approximation is commonly used for a quick estimation of Hamaker constant as it only 
requires the relative static permittivity of the components rather than a dielectric dispersion 
representation of the species.14   The Pugh approximation is only able to deal with a single 
particle type system and is calculated by: 

 

 3131131 2 AAAAA −+=  (74) 

 

Where the values of Aj (j = 1 or 3) are calculated by: 

 

 
( )

( ) ( ) 2
1

2
3

2

21

1
7113

++

−
=

j,static,rj,static,r

j,static,r
Bj TK.A

εε

ε
 (75) 



 

45 

 

6.1 Characterization of the Mediums 

6.1.1 Microwave Parameters 

The characteristic frequency (ωmw) and the relative permittivity after the microwave relaxation 
(εr,after,mw) was found in the literature for each medium.15  From this data, the characteristic 
oscillator strength of the microwave relaxation (Cmw) was calculated.  There was no radio 
frequency relaxation for any material used in this study, therefore: 

 

 mw,after,rstatic,rmwC εε −=  (76) 

 

6.1.2 Ultraviolet Parameters 

The ultraviolet/visible region was characterized by Cauchy plots for each medium except sec-
butanol.16-21  Analysis of a Cauchy plot yields the characteristic ultraviolet/visible region 
oscillator strength (CUV) and frequency (ωUV) through the manipulation of refractive index data:22 

 

 ( ) ( )( ) UV
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2
22 11

ω
ωωω  (77) 

 

A plot of n’(ω)2-1 versus ω2(n’(ω)2-1) will yield a straight line with the slope equal to 1/ω2
UV and 

a y-intercept equal to CUV.   

For sec-butanol, the first ionization potential was used to calculate the ultraviolet/visible 
spectroscopic properties because the refractive index data required for a Cauchy plot was 
unavailable.  The frequency at the first ionization potential was used as the characteristic 
absorption frequency in the ultraviolet/visible region (ωUV).  As long as the absorption within the 
visible region is negligible, the characteristic oscillator strength (CUV) in this region can be 
calculated by correlation with the refractive index at the sodium D line frequency: 

 

 11 2
,,,,,,,,,, −=−=−=−= SIRafterrUVafterrIRafterrUVafterrUVbeforerUV nC εεεεε  (78) 
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Therefore Equation 78 correctly assumes that after the ultraviolet relaxation, the relative 
permittivity of the material is unity and no polarization mechanisms can activate.  Using the first 
ionization potential data (instead of the Cauchy plot method) values of ωUV are systematically 
low while values for the oscillator strength, CUV, are slightly high.  Therefore the Cauchy method 
for determining ultraviolet/visible parameters is best, however if the data required for the Cauchy 
analysis is not available, the first ionization potential data can be used. 

6.1.3 Infrared Parameters 

The infrared characteristic absorption frequencies (ωIR) were determined through Fourier 
transform infrared spectroscopy (FTIR).23-25  The total characteristic oscillator strength for the 
infrared region (CIR) is a measure of the difference between the relative permittivity of the 
medium after the microwave relaxation (εr,after,mw) and the relative permittivity of the medium 
after the infrared relaxation (εr,after,IR): 

 

 IR,after,rmw,after,rIRC εε −=  (79) 

 

Since the relative permittivity of a material at frequencies higher than that of the ultraviolet 
relaxation frequency is unity, εr(ω)→1 as ω→∞ (demonstrated in Equation 78) the total 
characteristic infrared oscillator strength can be calculated.  The characteristic absorption 
strength of a specific frequency range (i.e. radio, microwave, infrared) is a measure of the loss of 
relative permittivity within that frequency range, therefore: 

 

 mwIRUVstatic,r CCC +++=1ε  (80) 

 

Resulting in: 

 

 IRmw,after,rSIR,after,rUV,before,rUV CnC −====+ εεε 21  (81) 
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From which the total characteristic oscillator strength for the infrared region, CIR, can be 
calculated.  For each medium there existed more than one major relaxation in the infrared region, 
a fraction of the total characteristic oscillator strength, cIR, was assigned to each major oscillation 
based upon the bandwidth of the respective oscillation (Table V). 
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One method to estimate the relative magnitude of the Hamaker constant with respect to 
suspending medium is to relate the refractive index of the medium to the magnitude.26  It is 
proposed that a medium with a relatively low refractive index will generally induce a larger 
Hamaker constant than mediums with a larger refractive index.  This concept is based upon the 
fact that larger refractive indices in effect renormalize the boundary between particles, this 
results in a larger separation distance between the respective colloids causing the attractive van 
der Waals dispersion force to be reduced.  Figure 5 demonstrates that using the method described 
to discern the relative Hamaker constant between similar colloids in a suspension of the 
respective medium is not always valid since the colloids tested demonstrate that the non-retarded 
Hamaker constant is independent of the refractive index of the suspending medium. 

 

 
Figure 5. Non-retarded Hamaker constant as a function of the refractive index of 
the medium demonstrating that for some materials there is a correlation between the two. 

 

The refractive index can be thought of as a measure of the electronic contribution to the 
dielectric dispersion of the material (ultraviolet frequency range) as long as no absorption is 
taking place at the frequency in which the refractive index was measured.  Since no absorption is 
taking place: 
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 ( ) ( ) ( )2ωωεωε n′=′=  (82) 

 

If the square root of the refractive index is approximately equal to the relative static permittivity, 
the contribution of the frequencies less than ultraviolet frequencies is negligible.  In these cases, 
the Hamaker constant may be approximated by the refractive index; however, the Hamaker 
constant is not only dependant on electronic dispersion (which is approximated by the refractive 
index) but also infrared and microwave dispersion.  Therefore studying the correlation between 
Hamaker constant and refractive index of the medium will allow for determination of the relative 
influence that the electronic dispersion properties have upon the colloid in question. 

6.2 Characterization of Colloids 

For each medium, Hamaker constants were calculated for 12 different materials including 
diamond, alumina, cobalt (II) oxide, cobalt (II, III) oxide, alpha-silicon carbide, vitreous silica, 
quartz, anatase, rutile, copper (I) oxide, copper (II) oxide, and zinc oxide.  The spectroscopic 
parameters for all powders can be found in Table VIII. 

6.2.1 Ultraviolet Parameters 

For most powders the parameters for the ultraviolet relaxations (ωUV and CUV) were determined 
via Cauchy plots.3,27,28  However, no spectral data were found with respect to anatase and Cu2O.  
Since anatase (TiO2) and Cu2O are both semiconductors, there is limited (or no) refractive index 
data in the visible/near infrared region in which no absorption takes place (n’’(ω)=0).  Therefore 
the bandgap of the material was used for the value of ωUV (conversion shown in Equation 83) 
and CUV was calculated in accordance with Equation 78. 

 

 ( )( )(eV) Bandgap 10 x 531(rad/sec) 15.=ω  (83) 

 

This approximation of the characteristic ultraviolet frequency was tested with materials that have 
a known ωUV and bandgap.  The characteristic frequencies were calculated for materials 
including quartz, Al2O3, α-SiC, diamond, and ZnO using the bandgap approximation (Table VI). 
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Table VI. Bandgaps of the Colloids Used to Determine the Applicability of the 
Bandgap Approximation 

Material 
Bandgap Approximated ωUV 

(x 1016 rad/sec) (eV) Reference 
Al2O3 8.8 29 1.34 
Quartz 8.5 29 1.29 

Diamond 5.4 29 0.820 
CoO 4.0 29 0.608 
ZnO 3.3 29 0.501 

Rutile 3.0 30 0.456 
α-SiC 2.9 29 0.441 
CuO 1.2 28 0.182 

 

Non-retarded Hamaker constants were calculated using the bandgap to approximate the ωUV 
term.  The results of the Hamaker constant calculation using the bandgap as an approximation for 
ωUV were then correlated to the results of the Hamaker constant using the published values of 
ωUV.  Figure 6 demonstrates that the bandgap approach tends to underestimate the Hamaker 
constant compared to the Cauchy method.  Therefore the bandgap approximation of ωUV and 
subsequent calculation of Hamaker constant for oxide materials is observed to correlate well 
with the published values calculated using the Cauchy method.  However, as demonstrated by 
diamond and α-SiC in Figure 7, using the bandgap to determine ωUV for non-oxide materials 
does not seem to be suitable. 
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Figure 6. Correlation of the approximated Hamaker constant with the Hamaker 
constant using the accepted ωUV value excluding the non-oxide materials.  The dashed 
line represents the function y = x. 
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Figure 7. Correlation of the approximated Hamaker constant with the Hamaker 
constant using the accepted ωUV value.  The dashed line represents the function y = x and 
the solid line represents the function y = 0.44x – 0.91. 

 

Figure 7 shows that the bandgap significantly underestimates A for diamond and α-SiC.  Since 
the non-oxide materials follow a linear trend, the observed underestimation can be corrected for: 
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Figure 8 shows the comparison of the Pugh calculation with the full Lifshitz method and the 
bandgap approximation.  Comparing the two methods, it can be observed that the Pugh 
approximation both over and under-estimates the Hamaker constant in all suspending mediums 
demonstrating no discernable trend while the bandgap approximation correlates well with the 
non-approximated values.  The error associated with the Pugh approximation is an artifact of 
only using the static term in the calculations. 
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Figure 8. Comparison of non-retarded Hamaker constants calculated via the Pugh 
approximation and the bandgap approximation with the published values for oxide 
materials.  The dashed line represents the function y = x. 

 

6.2.2 Microwave Parameters 

The inclusion of the microwave frequency range has been debated.  Hough and White oppose the 
inclusion of the microwave relaxation term in the calculation of non-retarded Hamaker constants 
because it becomes the dominant term in ε(iξ) in the far ultraviolet frequencies where it should 
not exist.22  Although it is suggested by Hough and White to omit the microwave relaxation term 
it is still used.3  In this work, six of the 11 mediums did show a relaxation in the microwave 
frequency range which was included in the non-retarded Hamaker constant calculations.  Table 
VII demonstrates that inclusion of the microwave term in the Hamaker constant calculations 
does not lead to a significant change in the value.  The largest change was seen in water (at 11%) 
with the largest contributor being vitreous silica going from a value of 0.46 x 10-20J (microwave 
relaxation included) to 0.17 x 10-20J (excluding microwave relaxation).  Colloids which 
demonstrated the most significant change with respect to the microwave relaxation include CuO, 
vitreous silica, quartz, and anatase. 
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Table VII. Comparison of Non-retarded Hamaker Constants Calculated With and 
Without the Microwave Relaxation Included.  (A Negative Value Indicates a Decrease in 
the Non-retarded Hamaker Constant when the Microwave Relaxation is not Included in 
the Calculation.) 

 Water Methanol Ethanol Isopropanol Sec-Butanol Acetone 
Al2O3 -3.7% -1.4% 0.00% 1.5% 1.4% 2.8% 
CoO -3.8% -0.81% 3.3% 7.2% 7.9% 10.% 

Co3O4 -0.20% -0.03% 0.2% 0.32% 0.29% 0.54% 
Cu2O -5.2% -3.9% -1.8% 0.16% 0.20% 1.8% 
CuO -7.5% -8.5% -5.9% -4.6% -5.7% -2.7% 

Diamond -1.7% -1.1% -0.82% -0.42% -0.35% -0.04% 
α-SiC -1.2% -0.52% 0.02% 0.59% 0.56% 1.1% 

Vitreous Silica -62% -25% -34% -27% -20.% -19% 
Quartz -27% -13% -14% -9.7% -7.9% -6.0% 
Anatase 5.7% 9.0% 8.9% 9.1% 9.6% 9.8% 
Rutile 5.8% 3.6% 3.2% 2.6% 2.3% 3.2% 
ZnO -5.7% -1.9% 2.3% 6.2% 6.7% 8.2% 

Average Difference -11% -6.1% -6.6% -5.8% -5.1% 5.2% 
Cmw 76.0 27.0 20.1 15.2 12.3 18.8 

 

These differences may seem significant; however, once combined with the repulsive term to 
calculate the total interaction potential the difference becomes negligible.  Figure 9 shows the 
total interaction potential as a function of separation distance for vitreous silica colloids in water.  
This system demonstrated the largest difference between the Hamaker constants calculated with 
and without the microwave term (approximately 30%).  The difference in the plots is only 
noticeable when very small separation distances are realized, which does not affect the 
suspension stability prediction.  Therefore, the microwave term may or may not be included in 
the Hamaker constant calculation without causing a significant change in the attractive potential. 
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Figure 9. Comparison of total interaction potentials for vitreous silica as a function 
of separation distance in water. 

 

The microwave relaxations were not used in the powder characterization, since most solids 
materials are not typically susceptible to molecular orientation.  Therefore, Cmw was taken as 
zero resulting in: 

 

 mwafterrstaticr ,,, εε =  (84) 

 

6.2.3 Infrared Parameters 

For many of the materials, data for the infrared relaxations were available.3  However, when data 
were not, the parameters were determined in the same manner as for the mediums (using FTIR 
data).31,32  For the powders, the spectrum for each material was consolidated to include only a 
single characteristic frequency, ωIR, corresponding to the largest absorption, in which the total 
characteristic oscillator strength, CIR, was used.  The total characteristic oscillator strength was 
calculated in the same manner as the mediums (Equation 81).  Since it was assumed that the 
colloids tested do not demonstrate dielectric dispersion behavior in the microwave frequencies 
(Equation 84) it is found that: 
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 2
SrIR,after,rstatic,rIR nC −=−= εεε  (85) 

 

Table VIII. Dielectric Dispersion Properties of the Powders Used in this Study 

Chemistry Mineralogy ωIR 
(x 1014 rad/sec) 

CIR ωUV 
(x 1016 rad/sec) 

CUV 

Al2O3 α 1.11 7.03 2.01 
(Cauchy) 

2.07 
(Cauchy) 

C Diamond 2.50 0.02 1.61 
(Cauchy) 

4.64 
(Cauchy) 

CoO  1.11 9.73 0.33 
(Cauchy) 

2.17 
(Cauchy) 

Co3O4  1.155 7.79 3.25 
(Cauchy) 

4.11 
(Cauchy) 

Cu2O  1.15 0.26 0.33 
(Bandgap) 

6.34 
Eq. 78 

CuO  0.92 11.94 0.47 
(Cauchy) 

5.16 
(Cauchy) 

SiC α 1.60 3.67 1.14 
(Cauchy) 

5.52 
(Cauchy) 

SiO2 Quartz 2.09 1.93 2.03 
(Cauchy) 

1.36 
(Cauchy) 

SiO2 Vitreous 1.47 1.72 2.03 
(Cauchy) 

1.10 
(Cauchy) 

TiO2 Anatase 1.13 24.65 0.50 
(Bandgap) 

5.35 
Eq. 78 

TiO2 Rutile 0.70 108.00 0.74 
(Cauchy) 

5.07 
(Cauchy) 

ZnO  0.70 8.15 0.90 
(Cauchy) 

2.65 
(Cauchy) 

 

The proposed method to determine the relative magnitude of the Hamaker constant with respect 
to different colloids is to observe the polarity of the bonds in the tested particles by examining 
the difference in electronegativity.  From this observation a general pattern emerges for the oxide 
particles (Table IX).  Lower values in the electronegativity difference between bound atoms 
(non-polar bonding) result in lower values of the Hamaker constant; as the difference in 
electronegativity between atoms increases so does the Hamaker constant.  Therefore it is 



 

60 

hypothesized that the relative Hamaker constant can be approximated since generally increasing 
ionic character in the bonds of the particles leads to a larger Hamaker constant.  This trend is true 
for the stoichiometric oxide particles.  Diamond (non-oxide), α-SiC (non-oxide), and Co3O4 
(non-stoichiometric) however do not follow this trend. 

 

Table IX. Comparison of Non-retarded Hamaker Constant (at 298K) in Water with 
the Ionic Character of the Bond 

Colloid Ionic Character 
A131 

(x10-20 J) 
Vitreous Silica 1.54 0.46 

Quartz 1.54 1.0 
Cu2O 1.54 3.7 
CuO 1.54 3.8 
CoO 1.56 2.5 
ZnO 1.79 1.9 

Al2O3 1.83 3.7 
Anatase 1.90 3.9 
Rutile 1.90 5.4 
SiC 0.650 11 

Diamond 0.00 14 
Co3O4 1.56 33 

 

This is consistent with the overall basis of the van der Waals force.  The van der Waals force is a 
product of dipole interactions - the larger the dipole in an atom/molecule, the larger the 
interaction with other atoms/molecules and therefore the larger the resulting attractive force.  
Therefore it is hypothesized that for electrostatic stabilization, a large charge within the double-
layer must be generated for particles such as titania whereas silica particles can be 
electrostatically dispersed with a significantly lower charge within the double-layer. 

7.0 Hamaker Constant Calculations 

Hamaker constants can be calculated using the Cauchy method, bandgap method, or the Pugh 
method.  The Cauchy method uses a Cauchy plot to determine the ultraviolet/visible 
spectroscopic properties.  The subsequent non-retarded Hamaker constant calculations are 
calculated in accord with the Lifshitz treatment using the Ninham-Parsegian damped oscillator 
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model for the dielectric dispersion data.  The Cauchy method for calculating non-retarded 
Hamaker constants is generally accepted to be the most accurate.  The Cauchy method requires 
the refractive index of the particle to be known as a function of wavelength at frequencies higher 
than the observed infrared absorption in a frequency range at which the absorption coefficient is 
negligible.  This analysis is not trivial.  The bandgap method described in this work uses the 
bandgap of the particle to approximate the ultraviolet/visible spectroscopic properties.  This 
method generally underestimates the non-retarded Hamaker constants when compared to 
calculated values using the Cauchy method.  Although the non-retarded Hamaker constants are 
underestimated, the bandgap approximated values follow a linear trend allowing for correction.  
Determination of the bandgap energy is a relatively simple process and for most materials the 
values are published.  The Pugh approximation is the simplest of the three non-retarded Hamaker 
constant calculation methods requiring only the static dielectric terms of the particles and 
suspending medium to be known.  The values of non-retarded Hamaker constant calculated using 
the Pugh method both underestimate and overestimate when compared to the values calculated 
using the Cauchy method.  No discernable trend is observed to correct for the error when using 
the Pugh method. 

Non-retarded Hamaker constants were calculated for each material in each medium using the 
Lifshitz treatment (Equation 72) with the Ninham-Parsegian representation of ε(iξn) (Equation 
73) and are tabulated in Table X.  The spectroscopic properties used in the calculations are 
tabulated in Table V and Table VIII.  For all mediums the Cauchy method was used with the 
exception of sec-butanol in which the first ionization potential was used because of the lack of 
available refractive index data (Table V).  Table VIII shows that the Cauchy method was used 
for determination of the ultraviolet/visible parameters for most particles, however for anatase and 
Cu2O the data required for Cauchy analysis was not available and the bandgap method was used. 
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Table X illustrates that the effect of particle type is much greater than the effect of suspending 
medium.  The range of Hamaker constant values for a single particle type in the various 
suspending mediums (excluding vacuum) is 2.70 x 10-20J, while the range of Hamaker constant 
for a single suspending medium with different particles is 33.4 x 10-20J.  Based on the Hamaker 
constants, it is seen that silica (both vitreous and quartz) generate a weak van der Waals 
attractive force between particles whereas the Co3O4 generates the largest van der Waals force. 

8.0 Conclusions 

Determination of the spectral parameters required for the Ninham-Parsegian damped oscillator 
model were done by previously proven methods; however, a newly determined method was 
employed for materials.  For semiconductors, approximation of the ultraviolet spectral 
parameters using the bandgap produced a negligible difference in Hamaker constant when 
compared with the Cauchy method.  The Hamaker constant is most sensitive to the ultraviolet 
region of the electromagnetic spectrum (~70% of the value comes from the ultraviolet region) 
thus allowing for a very good approximation of the Hamaker constant for newly developed 
materials based solely upon bandgap and index of refraction measurements (neglecting the 
microwave and infrared contributions of the particle to the Hamaker constant).  The relative 
influence that the microwave and infrared dispersions have on the Hamaker constant of the 
colloid may be discerned through correlation of the Hamaker constant and the refractive index of 
the material.  A good correlation suggests that the contributions of all non-electronic dispersions 
are negligible.  However, this correlation will only be valid if all frequencies are considered in 
the calculation of the Hamaker constant. 

The systems with the smallest values of non-retarded Hamaker constant and subsequent van der 
Waals attractive potential were identified as potential candidate systems for electrostatic 
stabilization.  The two silica particles (quartz and vitreous) demonstrated the smallest attractive 
potentials of the nine particle types in all mediums.  The diamond and Co3O4 particles possess 
the largest values of the Hamaker constant.  A trend between the ionic character of the bond and 
Hamaker constant was observed only for stoichiometric oxide particles which made intuitive 
sense – the more ionic (polar) the bond, the larger the calculated Hamaker constant and therefore 
subsequent attractive potential.  Hamaker constants approximated by the Pugh relationship are 
consistently overestimated. 
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9.0 List of Variables 

A – Hamaker constant 

A131 – Hamaker constant between colloids of material type 1 with intervening medium (3) 

Aj – Hamaker constant of material j in the Pugh approximation 

Cmw – Characteristic oscillator strength of the microwave frequency range 

CIR – Characteristic oscillator strength of the infrared frequency range 

CUV – Characteristic oscillator strength of the ultraviolet frequency range 

Cj – Characteristic oscillator strength of the infrared or ultraviolet frequency range 

D – Separation distance 

KB – Boltzmann’s constant 

n – Integer 

n’ – Real refractive index (transmission) 

n’’ – Imaginary refractive index (absorption) 

ns – Real refractive index at the sodium D line 

VA – Total van der Waals attractive potential 

∆ij – Difference in dielectric dispersion between materials i and j 

εr,static – Relative static permittivity 

εr – Relative permittivity 

ε(ω) – Complex permittivity as a function of real frequency 

ε’(ω) – Real permittivity as a function of real frequency (transmission) 

ε’’(ω) – Imaginary permittivity as a function of real frequency (absorption) 

ε(iξn) – Permittivity as a function of imaginary frequency 

ξn – Imaginary frequency 

ω – Real frequency 

ωmw – Characteristic frequency of the microwave frequency range 
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ωIR – Characteristic frequency of the infrared frequency range 

ωUV – Characteristic frequency of the ultraviolet frequency range 

ωj – Characteristic frequency of the infrared or ultraviolet frequency range 

ν – Integer 
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Exact DLVO Calculations of Non-aqueous Suspensions 
Keith J. DeCarlo 
William M. Carty 

2.0 Keywords 

Double-layer, Non-aqueous, Inorganic Colloids 

3.0 Abstract 

DLVO theory was used to calculate the electrostatic repulsive force for 15 different colloids in 
13 different suspending mediums.  Electrostatic potentials were calculated using the exact 
solution of the Poisson-Boltzmann differential equation.  By using the area hyperbolic tangent 
function the electrostatic potential term was isolated.  Subsequent interaction potential 
calculations were completed using elliptical integrals.  Based on the repulsive potential data, it is 
hypothesized that all colloids tested which were suspended in heptane and toluene require the 
addition of a surfactant in order to induce stability.  All colloids suspended in acetone, methanol, 
and ethanol are theorized to induce electrostatic dispersion without the requirement of additives.  
The other suspension mediums had mixed results and the potential for a stable suspension was 
found to be dependent on the colloid. 

4.0 Introduction 

The stability of lyophobic colloids in a liquid medium has been successfully modeled through 
DLVO theory.1  DLVO theory is based upon the observation that colloidal particles interact via 
repulsive and attractive interparticle forces which are electrostatic in nature.  DLVO theory has 
been applied almost exclusively to water based systems in which direct force measurements have 
proven the validity of the theory.2  When applied to systems which use organic liquids as the 
suspension medium, DLVO theory has been observed to fail.3  It is because of the failures of 
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DLVO theory in this regard that led to the assumption that other forces are present (or not 
present) when using suspension mediums other than water.4 

Although DLVO theory has been observed to fail when studying non-aqueous suspensions, the 
same interparticle forces must develop.  Much like when introduced into water, colloids develop 
surface charges in organic media (regardless of polarity) and therefore develop a double-layer 
due to association of free ions in solution.5-14  Development of the surface charge in water and 
other polar media (relative static permittivity, εr,static > 15) has been well studied and understood, 
however the development of surface charges in non-polar media (relative static permittivity, 
εr,static < 15) is not as well understood – based on the difficulty to reach dispersion it is 
hypothesized that ions may not be ionized from the particle surface or the ions do not reach the 
degree of complexation required to prevent spontaneous coalescence and therefore do not form a 
sufficiently charged double-layer.  Charge on the particle surface and a subsequent double-layer, 
however has been observed in non-polar mediums with no added electrolyte.6,11,13 

The charged double-layer developed by particles when introduced to a medium is the basis for 
the electrostatic repulsive forces.  These repulsive forces develop in accordance to the overlap of 
the two interacting double-layers.  A repulsive force is developed based on electrostatics; 
particles become electrostatically dispersed when the repulsive charges are large enough to 
overcome the intrinsic van der Waals attractive force between particles.  Polar mediums allow 
for larger ionic double-layers to develop due mainly to the associated relative static permittivity 
of the respective medium.  The large relative static permittivity, commonly referred to as the 
dielectric constant, of polar media allows for ions at relatively large distances away from the 
particle surface to be incorporated into the respective ionic double-layer.  In non-polar mediums, 
ions are not as easily associated to the double-layer at large distances away from the particle 
surface.  This leads to a large charge gradient in non-polar mediums (the charge quickly decays 
away from the particle surface towards the bulk suspension) requiring the particles to be closer 
together before the double-layers interact.  The closer in proximity the particles are with respect 
to each other, the larger the van der Waals attractive force between the particles (van der Waals 
force is proportional to D-6).11,12  Therefore the requirements for electrostatic stability are not 
only a sufficient charge on the particle (measured as ζ-potential), but also a small charge gradient 
away from the particle surface towards the bulk suspension. 

Although the charge gradient and size of the double-layer are important, ζ-potential has been 
commonly used as the sole metric to predict dispersion.  It is a common misconception that a 
large measured ζ-potential will result in dispersion.  This has even led to an ASTM standard 
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(now defunct) to be written in accord with this misconception.15  Furthermore, it is often seen 
that large ζ-potential values can be observed without dispersion especially in non-polar solvents. 

5.0 Experimental 

Experiments were completed using various suspension mediums which included methanol, 
ethanol, isopropanol, sec-butanol, acetone, 2-butanone (Methyl Ethyl Ketone), toluene, heptane, 
octanoic acid, 200 molecular weight poly(ethylene glycol), and water.  2-Butanone and 
poly(ethylene glycol) will be referred to as MEK and PEG respectively.  All organic mediums 
used were characterized as anhydrous by the supplier.  Suspensions were prepared in a N2 
backfilled glovebox in order to reduce the interaction of the medium with the water vapor in the 
air.  In all, 15 different powders were tested in each medium including diamond, alumina, cobalt 
metal, cobalt (II, III) oxide, silica, titania, copper metal, copper (I) oxide, and copper (II) oxide.  
All powders were characterized and the results are listed in Table XII. 

 

Table XI. Suspension Medium Properties 

Suspending Medium Relative Static Permittivity, εr,static Viscosity, η 
(mPa⋅s at 298K) At 298K Reference 

Heptane 1.90 16 0.39 
Toluene 2.40 17 0.56 

Octanoic Acid 2.50 16 5.0 
sec-Butanol 15.8 17 3.1 

MEK 18.2 18 0.41 
Isopropanol 18.3 17 2.0 

Acetone 20.7 17 0.32 
PEG 22.1 19 50. 

Ethanol 24.3 17 1.1 
Methanol 32.6 17 0.55 

Water 78.5 17 0.89 
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Table XII. Characterization of the Powders Used in this Study.  Powder 
Manufactures Include Diamond Innovations (*), Umicore (+), Sigma Aldrich (⊥), 
Aluchem (⊗), Ceralox (⊕), Sumitomo (∅), Alpha Aesar (◊). 

Powder Designation ID ρ 
(g/cm3) 

SSA 
(m2/g) 

Calculated PS50 
(µm) 

C (∗) Diamond D-1A 3.54 4.2 0.40 
C (∗) Diamond D-2A 3.55 1.9 0.89 
C (∗) Heat Treated Diamond D-2T 3.54 1.8 0.94 

Co (+) Jet Milled Co 8.19 3.2 0.23 
Co3O4 (⊥)  Co3O4 6.04 0.78 1.3 
Al2O3 (⊗) AC16SG A-AC 4.01 9.9 0.15 
Al2O3 (⊕) HPA-1.0 A-HPA 3.96 4.7 0.32 
Al2O3 (∅) AKP30 A-AKP 4.00 6.9 0.22 
SiO2 (◊) Quartz Quartz 2.68 5.7 0.39 
SiO2 (◊) Vitreous Vitreous Silica 1.96 8.5 0.36 
TiO2 (◊) Anatase Anatase 3.92 10. 0.15 
TiO2 (◊) Rutile Rutile 4.43 4.6 0.29 
Cu (◊)  Cu 8.36 1.5 0.48 

Cu2O (⊥)  Cu2O 6.01 0.49 2.0 
CuO (⊥)  CuO 6.31 1.5 0.63 

 

The specific surface area (SSA) of each powder was determined via N2-BET analysis (TriStar 
3000, Micromeritics, Norcross, GA, USA).  Samples were initially dried and degassed for one 
hour in the sample tube before the analysis by heating to 150°C under a dynamic nitrogen 
atmosphere.  The Co sample was degassed but not heated due to the flammable nature of the 
powder. 

The bulk density of each powder was measured using a pycnometer method (AccuPyc 1330 He-
pycnometer, Micromeritics, Norcross, GA, USA).  At least three measurements were made for 
each sample for statistical purposes.  Each sample underwent five purging cycles prior to 
measurement. 

The median particle size was estimated using Equation 86.  This approach assumes that the 
particle is spherical and completely smooth (all variables are defined at the end of the chapter). 
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6PS50 ρ

=  (86) 

 

A microelectrophoretic laser method (Model 501 Lazer Zee Meter™, Pen Kem Inc., Bedford 
Hills, NY, USA) was used to measure ζ-potential rather than the more commonly used 
acoustophoretic mobility approach.  The advantage of the laser method is that it allows for the 
direct observation of particle mobility in an applied electric field.  Testing required a minimum 
of 106 particles/ml and a maximum of 109 particles/ml.  Therefore, the solids loading of the 
suspensions varied due to density and particle size.  Each suspension was sealed in a 
polyethylene tetraphthalate (PET) bottle to minimize evaporation and stored in a fume hood.  It 
was assumed that the solvents did not significantly interact with the PET containers.  The Lazer 
Zee Meter used to measure ζ-potential was calibrated to measure colloids in water at 298K.  To 
correct for both temperature (Equation 87) and suspension medium properties (Equation 88), 
correction factors were given by the manufacturer. 
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Before each measurement, the instrument was reset to the zero-velocity plane within the sample 
holder.  The location of zero-velocity plane was determined from the thickness of the sample 
holder and the magnification power of the objective lens.  All suspensions were tested at five 
different voltages to generate an associated standard deviation (Figure 10), in two separate 
experiments.  If the two measurements were not within a 99% confidence interval the 
suspensions were re-measured until repeatability was observed. 
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Figure 10. Measured ζ-potential as a function of applied voltage for vitreous silica in 
all mediums that resulted in a non-zero ζ-potential. 

6.0 Results and Discussion 

The Debye-length (L = 1/κ) was calculated for each medium (Table XIII).  The Debye-length is 
a function of the suspension medium, electrolyte concentration, and the type of electrolyte and is 
independent of the type of colloid. 

 

 ∑=
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e 2
2

1000
εε

κ  (89) 

 

All calculations were conducted using a temperature value of 298K with monovalent 
symmetrical salts at a concentration of 1.0mM.  Although this assumption does not seem valid 
with non-polar mediums, in which electrolyte dissociation is less pronounced, some ion 
concentration is necessary to calculate Debye-length.  The calculated Debye-length for each 
medium is presented in Table XIII. 
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Table XIII. Calculated Debye-lengths of Particles in the Selected Suspension 
Mediums Assuming Symmetrical Electrolytes with a Valence of z=1. 

Suspending 
Medium 

Relative Static 
Permittivity, εr,static 

Debye-length, L 

(nm) 
100mM 10mM 1.0mM 0.1mM 

Heptane 1.9 0.15 0.47 1.5 4.7 
Toluene 2.4 0.17 0.53 1.7 5.3 

Octanoic Acid 2.5 0.17 0.54 1.7 5.4 
Sec-Butanol 15.8 0.43 1.4 4.3 14 

MEK 18.2 0.46 1.5 4.6 15 
Isopropanol 18.3 0.46 1.5 4.6 15 

Acetone 20.7 0.49 1.6 4.9 16 
PEG 22.1 0.51 1.6 5.1 16 

Ethanol 24.3 0.54 1.7 5.4 17 
Methanol 32.6 0.62 2.0 6.2 20. 

Water 78.5 0.96 3.0 9.6 30. 

 

Table XIII demonstrates that the Debye-length increases as the ionic concentration decreases, as 
would be expected.  For non-polar mediums such as heptane, toluene, and octanoic acid, the 
change in the Debye-length with changing ionic concentration is less significant than the polar 
mediums.  For each medium, the Debye-length changes by approximately a factor of three with a 
change in the order of magnitude of ionic strength, although changing the Debye-length will not 
change the prediction of relative potential for stability based on the electrostatic behavior of the 
suspension.  An assumption of 1.0mM for the ionic strength of all mediums allowed for each 
calculated potential to be consistent relative to the other mediums.  Figure 11 illustrates the 
change graphically, which demonstrates that the trend in general appears to be true and the 
dependence on ionic strength decreases with decreasing polarity.  Water is the medium most 
significantly affected by the ionic concentration, thus making the assumption of a 1.0mM ionic 
concentration for each medium acceptable. 
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Figure 11. Graphical representation of the effect that ion concentration has on the 
Debye-length.  The static dielectric constant is noted in parentheses. 

 

The thickness of the double-layer is an important aspect with regards to the repulsive potential.  
The larger the double-layer, the farther apart the particles will be when double-layers begin to 
interact.  Table XIII implies that water will be the best medium for inducing electrostatic 
dispersion and heptane will be the worst.  Polar suspending mediums allow for the particle to 
associate ions to the double-layer more easily than non-polar mediums which is demonstrated in 
Table XIII and Equation 89 by the direct proportion between relative dielectric constant and 
Debye-length.  This is due to the ability of a medium to translate the charge away from the 
particle surface through the polarizability of the medium.  From the calculated values, it is 
observed that the thickness of the double-layer formed in a non-polar medium is much smaller 
than that formed in a polar medium, requiring particles to move closer together before double-
layer interaction occurs.  This leads to the conclusion that dispersion of particles is more easily 
accomplished in mediums with a high relative static permittivity. 

Although Debye-length does give a rough estimation of the ability of a particle to be dispersed 
without a sufficient charge within the double-layer, dispersion will not occur even if the Debye-
length is large.  To measure the particle surface charge, ζ-potentials were measured for each 
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colloid/medium combination and then corrected for medium and temperature using Equations 87 
and 88 (Table XIV). 
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In some medium-particle couples no charge was observed; it is obvious that particles of that type 
cannot be dispersed electrostatically in the respective medium and therefore do not require 
further analysis.  Although the suspending medium does make a significant contribution to the 
magnitude of the charge generated, the suspension medium is most significant when comparing 
the sign of the charge generated.  All powders tested, with the exception of vitreous silica, 
exhibited charge reversal based on the medium used.  This is most likely a consequence of the 
charge generation mechanism, as the change in the charge is generally observed when comparing 
non-polar solvents to polar mediums (sec-butanol is of intermediate polarity).  It is important to 
note that ζ-potential can only be used to predict colloidal stability in cases where the dispersion 
mechanism is electrostatic in nature.  If the stabilization mechanism includes a steric effect, the 
ζ-potential data will not likely correlate with the degree of dispersion. 

The diffuse double-layer electrostatic potential (ψ) is defined in Equation 90.  Equation 90 is 
derived from the Poisson-Boltzmann differential equation.  It is common to study colloidal 
suspensions using a reduced potential term, ψR, which is a dimensionless quantity equal to 
eψ/KBT.   
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 (90) 

 

Although this is how colloidal suspensions are studied, it would be more direct (and tangible) to 
solve Equation 90 for the diffuse double-layer electrostatic potential.  It can be shown that by 
using the area hyperbolic tangent function (artanh), the electrostatic potential can be solved for 
analytically: 
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The diffuse double-layer electrostatic potential has been calculated for each powder type in every 
solvent as a function of distance.  Figure 12 shows the response of alumina (A-AKP) in selected 
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suspension mediums.  Although not all responses were included, the mediums shown were 
selected in order to show the range of behavior. 

 

 
Figure 12. Electrostatic potential as a function of distance for A-AKP in selected 
mediums. 

 

In all samples tested it was observed that water has the shallowest diffuse double-layer 
electrostatic potential gradient.  This is due to water having the largest relative static permittivity 
(78.5 at 298K) of all mediums tested, resulting in the largest double-layer.  Heptane and other 
non-polar solvents had a steep diffuse double-layer electrostatic potential gradient.  These large 
gradients observed are a direct result of the Debye-length – the larger the double-layer, the more 
associated charge within it.  Although larger ζ-potential values were sometimes observed in the 
non-polar mediums, the large associated charge gradient means that the charge rapidly decays as 
the distance from the shear plane increases requiring smaller separation distances for double-
layer interaction between particles. 

When two particles interact, the diffuse double-layer electrostatic potential changes.  At large 
separation distances (distances close to that of the Debye-length) the cumulative electrostatic 
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potential is simply additive; however, when the separation distance between particles decreases, 
the cumulative electrostatic potential is more complex.  The shape of the diffuse double-layer 
interaction potential curve is limited by the Poisson differential equation: 

 

 
ostaticrdx
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2 −
=  (92) 

 

Solving Equation 92 for the total separation distance results in an elliptical integral.  Elliptical 
integrals cannot be solved analytically; however, tables of solutions have been compiled.  The 
solution to Equation 92 fit to the general formula of an elliptical integral is: 

 

 ( ) ( )







−






= − kFkFkD s ,,

2
exp4 1 φπκ  (93) 

 

Where k and φ are defined as: 
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From Equation 93, the diffuse double-layer interaction potential at the mid-point plane can be 
calculated as a function of particle separation distance.  This has been calculated for like particles 
in the various mediums based on the measured ζ-potential values.  Figure 13 shows graphs of the 
interaction of the alumina colloids depicted in Figure 12 with each other in selected mediums. 
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Figure 13. Effect of two interacting colloids on the (net) electrostatic potential as a 
function of separation distance for A-AKP in selected mediums. 

 

It is observed that a significant charge is generated in water at relatively large separation 
distances when compared to the other solvents.  Non-polar solvents require a small separation 
distance between interacting particles to generate an electrostatic response.  This results in the 
requirement of a much larger repulsive potential to overcome the van der Waals force of 
attraction than that required for polar solvents. 

The repulsive potential generated from two interacting particles is analyzed by calculation of 
osmotic pressure developed because of the accumulation of ions between particles: 

 

 ( )∞−= UUV mR 2  (96) 

 

Um is defined as: 
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Which the second order elliptical integral in Equation 97 is equivalent to: 
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Solutions to Equation 98 cannot be calculated analytically, yet can be determined by using the 
tables of compiled solutions.  To use the tables of solutions, Equation 98 must be put into the 
form: 
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Substituting Equation 99 into Equation 97, Um can be determined.  U∞ can be found by 
restricting Equation 97 to the case of the bulk suspension (m→∞) which results in the explicit 
expression: 
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With both Um and U∞ able to be solved, the total repulsive potential between two interacting 
particles can now be calculated explicitly by substituting Equations 100 and 97 into Equation 96. 

Repulsive potential data for all colloid/medium couples have been calculated.  Figure 14 shows 
the repulsive potential as a function of interparticle separation distance for the colloid/medium 
couples depicted in Figure 12 and Figure 13. 
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Figure 14. Calculated repulsive potential as a function of separation distance for A-
AKP in selected mediums. 

 

Figure 14 shows that polar mediums generally begin to generate a repulsive potential between 
like particles at larger separation distances relative to polar mediums.  A repulsive force is 
required in order to counteract the intrinsic van der Waals attractive force.  If the developed 
repulsive force is not large enough to counteract the attractive force the particles will 
agglomerate.  The attractive force has a large dependence on separation distance; therefore, the 
larger the separation distance between particles when a significant repulsive force is developed, 
the more likely the suspended colloids will be dispersed (stable).  Therefore, based on Figure 14, 
the best candidate suspension mediums would be those that are polar.  It is interesting to note 
that even though large ζ-potentials were observed in non-polar mediums (ζ > 100mV, Table 
XIV) such as anatase in heptane (ζ = 112.5mV), the repulsive potentials produced in these 
situations are not large and require particles to be close together before a significant potential is 
formed.  For anatase in methanol the ζ-potential is significantly smaller (ζ = -40mV), however 
the repulsive potential is much more significant and has a larger range. 

Based solely on the repulsive potential data, a number of potential candidate systems for 
dispersion in the specific medium have been identified.  All colloidal suspensions using 
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methanol or ethanol as the medium are proposed to be dispersed.  Isopropanol, sec-Butanol, 
acetone, and 2-butanone also have good dispersion characteristics based upon the repulsive 
potential data.  Using isopropanol as the medium, only anatase is hypothesized to agglomerate 
whereas the other colloids should be dispersed.  For the case of sec-butanol, acetone, and 2-
butanone, only the heat-treated diamond is hypothesized to agglomerate.  When poly(ethylene 
glycol) is used as the suspending medium, all colloids are hypothesized to be dispersed with the 
exception of Co3O4 and quartz.  Suspensions made using heptane, toluene, or octanoic acid as the 
suspending medium demonstrated that, according to the repulsive potential data, most colloids 
tested would agglomerate.  The only colloids that are hypothesized to be dispersed in the non-
polar mediums include: Co3O4, heat treated diamond, and rutile.  From the poor dispersibility 
demonstrated by the heptane, toluene, and octanoic acid, it can be established that the suspended 
colloids will not generate a charge within the double-layer sufficient enough to cause 
electrostatic dispersion.  In these solvents the double-layer thickness is relatively small as is (in 
most cases) the charge generated.  Even when large charges are generated, the repulsive force 
generated is still much smaller than other solvents (Figure 14); this can be attributed to the 
double-layer thickness.  All colloids suspended in acetone, methanol, or ethanol demonstrate a 
significant repulsive potential and therefore are hypothesized as universal mediums – allowing 
for dispersion of every colloidal system studied.  Although the candidate systems are chosen via 
the repulsive potential it is only a hypothesis because the total interaction potential is needed to 
fully characterize a system which is calculated with both the repulsive potential and the attractive 
potential. 

7.0 Conclusions 

The repulsive potentials of colloidal suspension systems using a variety of mediums were 
characterized.  It was observed that the double-layer thickness correlated with the relative static 
dielectric constant of the suspending medium – polar mediums (εr,static > 15) generated a large 
double-layer while the double-layer formed in non-polar mediums was much smaller.  A large 
double-layer was generated in polar mediums because the relative static dielectric constant of the 
medium allowed for ions further from the colloid surface to be associated within the double-
layer.  The larger the double-layer, the better the expected dispersibility of the colloids via an 
electrostatic mechanism.  With a larger double-layer, a repulsive potential will be generated at 
larger separation distances between particles.  A large separation distance between particles is 
necessary because as the particles become closer together the larger the attractive van der Waals 
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force becomes.  In addition to a large double-layer it is also necessary to induce a charge on the 
particle (measured via ζ-potential).  A large charge correlates to a large repulsive potential when 
the respective colloids interact.  Large ζ-potentials were observed in both polar and non-polar 
mediums.  For colloids which developed a thick double-layer, the charge density was also large 
implying that the charge gradient (dψ/dx from the colloidal surface towards the bulk of the 
suspension) was relatively small.  In contrast, colloids which developed a smaller double-layer 
(non-polar mediums) had a smaller charge density and therefore a large charge gradient (the 
charge decreased rapidly from the colloidal surface).  Potential candidate systems for dispersion 
have been identified by observing the generation of the repulsive potential.  It is hypothesized 
that heptane and toluene will not cause a stable suspension without the use of a surfactant, while 
every colloid tested in acetone, methanol, and ethanol developed a large repulsive potential 
which may translate into suspension stability without requiring the use of surfactants.  To fully 
characterize the systems for electrostatic stability, attractive potentials must be calculated and 
compared to the repulsive potentials calculated in this study. 

8.0 List of Variables 

b – 
TK

ze

B

ζ  

D – Total separation distance 

d – Distance from the particle surface to the shear plane 

e – Charge on an electron 

I – Second order elliptical integral 

KB – Boltzmann’s constant 

L – Debye-length 

Mi – Molarity of ion i 

m – Distance from the particle surface to the mid-point plane 

NA – Avogadro’s number 

ni – Number of ion of type i in the double-layer 

ni
o – Number of ion of type i in the bulk suspension per unit volume 
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p – Osmotic pressure 

PS50 – Median Particle Size 

R – Gas constant 

SSA – Specific Surface Area 

T – Temperature 

Um – Free energy at the mid-point plane between interacting particles 

U∞ – Free energy of the bulk suspension 

u – 
TK

ze

B

mψ  

VR – Repulsive potential 

x – Distance from the particle surface 

y – 
TK

ze

B

ψ  

zi – Valence of ion i 

εr,static – Relative static permittivity (Dielectric constant) 

εo – Permittivity of a vacuum 

κ-1 – Debye-length 

κs
-1 – Debye-length only including symmetrical electrolytes 

η – Viscosity at 298K 

ρ – Density 

ψ – Electrostatic potential 

ψr – Reduced potential 

ψm – Electrostatic potential at the mid-point plane 

ζ – ζ-potential 
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IV. PAPER #3 

1.0 Title 

Rheology of Colloids in Non-aqueous Suspensions and Determination of the Stability 
Mechanism 
Keith J. DeCarlo 
William M. Carty 

2.0 Keywords 

Viscosity, Non-aqueous, Dispersion, Agglomeration, Stability 

3.0 Abstract 

The viscosity of 165 suspensions (11 mediums x 15 types of colloids) was tested.  The viscosity 
was used to measure the interactions between the particles in suspension.  It was determined that 
the majority of the suspensions tested were agglomerated (unstable).  The best suspension tested 
for inducing dispersion is poly(ethylene glycol) based on the viscosity measurements.  The 
applicability of DLVO theory requires suspensions to be stabilized by an electrostatic 
mechanism with no other mechanisms having a significant impact in dispersion.  The mechanism 
of dispersion is hypothesized to be able to be determined by comparison of the specific viscosity 
of the suspension at a shear rate of 1.0s-1 with the shear thinning exponent.  It was determined 
that all suspensions with the exception of those prepared with heptane, octanoic acid, and 
poly(ethylene glycol) all had an electrostatic dispersion mechanism with no other mechanisms 
operating in a significant capacity.  Therefore it is hypothesized that the suspension stability for 
the suspensions tested except for those with poly(ethylene glycol), heptane, and octanoic acid 
can be predicted by DLVO theory. 

4.0 Introduction 

Viscosity is commonly used to screen for dispersed suspensions.  The viscosity of a suspension 
(η) as a function of shear rate (γ) can be described via a power law model over a broad range of 
shear rates: 
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 γηη logloglog . n−= 01  (101) 

 

Where η1.0 is the viscosity of the suspension at a shear rate of 1.0s-1 and n is the shear thinning 
exponent.  Because suspensions exhibit shear thinning behavior, the shear rate for comparison is 
critical.  At high shear rates the data converges to infinity whereas lower shear rates better 
demonstrate viscosity differences.  Therefore the suspension stability is defined by the viscosity 
at a shear rate of 1.0s-1.  Based on previous work, the viscosity cutoff for stability was 
determined to be η1.0 = 104mPa⋅s; therefore if η1.0 < 104mPa⋅s the suspension is described as 
dispersed.1  When comparing the viscosity of suspensions using different suspending mediums it 
is useful to define the specific viscosity (ηspecific):2 

 

 
medium

specific η
η

η 0.1=  (102) 

 

Where ηmedium is the intrinsic viscosity of the suspending medium.  By using the specific 
viscosity, the rheology of the suspending medium is normalized to the viscosity of the medium 
and therefore allows for the rheology of suspensions using different mediums to be compared to 
one another.  Using the specific viscosity to define the cut-off viscosity, the cut-off is found to be 
1.1 x 104. 

Although viscosity can be used to determine the suspension stability, a method for determining 
the mechanism of dispersion has yet to be determined.  Knowing the mechanism of dispersion 
will allow for the understanding of why specific stability models are applicable or not.  The most 
robust stability model is DLVO theory; however, it only applies to suspensions dispersed 
electrostatically.  This fact has proven to cause confusion and it is hypothesized that the reported 
“non-DLVO” forces existing in non-aqueous suspensions are forces introduced through other 
stabilization mechanisms present.3,4 

5.0 Experimental 

Viscosity was measured using a strain-controlled rheometer (ARES-RFS, Rheometric Scientific 
Inc., Piscataway, NJ, USA) with parallel plate geometry (nominal gap of approximately 103 
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times larger than the particle size) for all 165 suspensions (11 mediums x 15 colloid types).  The 
suspending mediums tested include water, methanol, ethanol, isopropanol, sec-butanol, acetone, 
2-butanone (methyl ethyl ketone), heptane, toluene, octanoic acid, and 200 molecular weight 
poly(ethylene glycol).  2-Butanone and poly(ethylene glycol) will be referred to as MEK and 
PEG respectively.  The properties of each medium are listed in Table XV. 
 

Table XV. Properties of Each of the Suspending Mediums Used.  The Organic 
Suspending Mediums are Arranged in Increasing Order of Viscosity. 

Suspending 
Medium 

Viscosity, η 
At 298K5

 

Chemical 
Class 

Functional 
Group 

Structure 

Acetone 0.32 Ketone Carbonyl Aliphatic 
Heptane 0.39 Alkane N/A Aliphatic 

2-Butanone 0.41 Ketone Carbonyl Aliphatic 
Methanol 0.55 Alcohol Hydroxyl Aliphatic 
Toluene 0.56 N/A Phenyl Aromatic 
Ethanol 1.1 Alcohol Hydroxyl Aliphatic 

Isopropanol 2.0 Alcohol Hydroxyl Aliphatic 
sec-Butanol 3.1 Alcohol Hydroxyl Aliphatic 

Octanoic Acid 5.0 Carboxylic Acid Carboxyl Aliphatic 
Poly(ethylene glycol) 50. Polymer Hydroxyl Aliphatic 

Water 0.89 N/A N/A N/A 

 

The colloids tested included α-alumina, diamond, cobalt metal, cobalt (II,III) oxide, copper 
metal, copper (I) oxide, copper (II) oxide, quartz, vitreous silica, rutile, and anatase.  
Characterization experiments for colloids were reported previously.  The properties of each 
colloid are presented in Table XVI. 
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Table XVI. Characterization of the Colloids Used in the Suspensions 

Chemistry ID Measured Density 
(g/ml) 

Specific Surface Area 
(m2/g) 

Calculated PS50 
(µm) 

Al2O3 A-AC 4.01 9.89 0.15 
Al2O3 A-HPA 3.96 4.72 0.32 
Al2O3 A-AKP 4.00 6.90 0.22 

Co Co 8.19 3.16 0.23 
Co3O4 Co3O4 6.04 0.78 1.27 

Cu Cu 8.36 1.53 0.47 
Cu2O Cu2O 6.01 0.49 2.0 
CuO CuO 6.31 1.51 0.63 
SiO2 

(Quartz) Quartz 2.68 5.71 0.39 
SiO2 

(Vitreous) 
Vitreous 

Silica 1.96 8.45 0.36 
TiO2 

(Anatase) Anatase 3.92 10.04 0.15 
TiO2 

(Rutile) Rutile 4.43 4.59 0.30 

 

Each suspension prepared had a total volume of 30ml and was 20vol% solids.  Prior to the 
measurement, each suspension was ultrasonicated for one minute while submerged in an ice bath 
to reduce vaporization of the solvent.  Each viscosity measurements required 10ml of suspension 
which was taken from the bulk suspension after ultrasonification.  A shear-rate sweep starting at 
10s-1 to 0.1s-1 was used with a pre-shear step of three seconds at 10s-1.  The measurement time 
varied based on the time to reach a steady-state viscosity and the geometry of the plates varied 
based on the viscosity of the suspension being tested.  For low viscosity suspensions a 50mm 
plate was used; for high viscosity suspensions a 25mm plate was used.  A temperature of 298K 
was maintained using a peltier heater and water bath.  The resulting data was analyzed using 
instrument software and a spreadsheet. 
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6.0 Results and Discussion 

6.1 Rheology of the Suspensions 

Viscosity is being used as a metric to define the interactions between the particles in suspension.  
Suspension viscosity is a function of five variables:6 

1. Particle-particle interactions 
2. Solids loading 
3. Particle size and distribution 
4. Particle morphology 
5. Rheology of the suspension medium 

The first variable, particle-particle interactions, has the greatest effect on the viscosity.  If the 
colloids act independently and do not form agglomerates, the suspension is described as stable 
(dispersed).  Conversely, if the colloids form agglomerates and subsequently settle out of the 
suspension the suspension is described as unstable (flocculated).  The other four variables do not 
affect the viscosity to the same degree that the particle-particle interactions do, however in order 
to distinguish the interactions between the suspended colloids using viscosity measurements, the 
other four variables must be accounted for.  The solids concentration of each suspension was 
known, therefore allowing the variable to be accounted for.  All particles were selected to have 
similar sizes (Table XVI).  The particle size was logarithmically distributed for all powders since 
they were synthesized from a top-down process (i.e. grinding, milling).  The top-down synthesis 
process used to synthesize all powders used will also result in similar morphologies.  The 
suspension medium viscosity was accounted for by using the specific viscosity (Equation 102) to 
describe the suspension viscosity rather than the measured viscosity.  The viscosity of all 
suspending mediums tested can be described as Newtonian (independent of shear rate).  The 
specific viscosity stability cut-off value is defined to be 1.1 x 104. 

The measured viscosity of each suspension was modeled via the power law (Equation 101) using 
a regression method (Figure 15).  In all cases the R2 value was R2 > 0.95. 
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Figure 15. Specific viscosity as a function of shear rate for vitreous silica in selected 
mediums. 

 

The suspension stability was defined by the viscosity at a shear rate of 1.0s-1, which corresponds 
to the y-intercept in Equation 101.  Therefore, Figure 15 demonstrates that using acetone results 
in an unstable suspension and using PEG results in a stable suspension for vitreous silica.  The 
specific viscosity for each suspension at a shear rate of 1.0s-1 is compiled in Table XVII. 
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Table XVII shows that most suspensions tested can be described as unstable as the viscosity cut-
off for stability is exceeded (1.1 x 104).  Table XVII demonstrates that all suspending mediums 
produced at least one stable suspension.  It is observed that suspensions prepared with PEG had 
the highest number of stable suspensions. 

6.2 Determination of Stability Mechanism 

It has been demonstrated that steric effects become significant when molecules in the suspension 
have a chain length which exceeds or equals that of six carbon atoms (i.e. hexane) and becomes 
the primary mechanism for molecules with a chain length greater than 11 carbon atoms (i.e. 
undecane).7,8  The PEG (average molecular weight of 200g/mol), octanoic acid, and heptane 
mediums tested exceed the determined critical chain length at which steric effects begin to 
develop and therefore cannot be considered as purely electrostatic in nature.  Even though, the 
chain length of octanoic acid and heptane result in significant steric effects the primary 
mechanism is still electrostatic.  The chain length of PEG exceeds that of undecane resulting in 
the primary mechanism for PEG to be steric. 

Toluene was not included in the group of mediums in which steric effects become significant 
because it is an aromatic compound.  Since it is aromatic, the molecule is shorter than the 
aliphatic analogue (heptane) and therefore does not exceed the predicted critical molecule length. 

A new technique to determine the stabilizing mechanism is proposed.  The dispersion 
mechanism can be determined by comparing the shear thinning exponent to the specific viscosity 
of the suspension at a shear rate of 1.0s-1.  Figure 16 demonstrates that within 95% confidence, 
all suspension mediums with the exception of poly(ethylene glycol), octanoic acid, and heptane 
follow a trend.  Therefore it is hypothesized that the significant dispersion mechanism for the 
mediums within the 95% confidence band of the trend line is an electrostatic mechanism.  
Mediums that fall outside the defined electrostatic band include other significant forces that are 
not electrostatic in nature.  It is known from previous studies that PEG, heptane, and octanoic 
acid do not cause stabilization from solely an electrostatic mechanism, but that other mechanisms 
are present.7,8 
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Figure 16. Demonstration that shear thinning exponent and specific viscosity is a 
function of suspending medium. 

 

Using regression analysis, the equation of the best fit line in Figure 16 is: 

 

 ( )x.exp.y 478983=  (103) 

 

With the upper and lower confidence bands having respective equations of: 

 

 ( )x.expy 708173=  (104) 

 

 ( )x.exp.y 238540=  (105) 

 



 

98 

Figure 16 demonstrates that toluene does not demonstrate any significant forces caused by 
stabilization mechanisms other than electrostatic which was predicted by other theories.  Heptane 
and octanoic acid are found just outside the electrostatic band demonstrating that forces from 
other stabilization mechanisms are significant.  Since these points are found just outside the 
electrostatic band it demonstrates that, although significant, the non-electrostatic effects are not 
the primary mechanism.  PEG is found the farthest outside the electrostatic band as predicted 
since the chain length exceeds undecane.  For PEG the primary mechanism for dispersion is not 
electrostatic.  Figure 16 depicts the primary mechanism for dispersion in water to be an 
electrostatic mechanism with no significant effects from other mechanisms; however, water is on 
the border of the electrostatic band demonstrating that other forces do exist albeit negligible.  
This is most likely due to the hydrogen bonds formed in water. 

7.0 Conclusions 

The suspension medium which caused the most types of particles to be stabilized was 
poly(ethylene glycol).  Acetone, heptane, and toluene resulted in only one suspension in which 
the specific viscosity was below the stability cut-off. 

The suspension stabilization mechanism can be determined by viscosity measurements.  It was 
shown that by comparison of the shear thinning exponent with the specific viscosity at a shear 
rate of 1.0s-1 a trend develops for suspensions in which the only significant dispersion 
mechanism is an electrostatic mechanism.  When other stabilization mechanisms, such as 
electrosteric or steric mechanisms, are no longer negligible the parameters of the suspension no 
longer follow the trend line.  It was determined through the master curve that the primary 
dispersion mechanism of methanol, ethanol, isopropanol, sec-butanol, acetone, 2-butanone, 
toluene, and water is an electrostatic mechanism.  The primary dispersion mechanism of heptane 
and octanoic acid was also determined to be an electrostatic mechanism; however, because the 
points did not fall within the 95% confidence interval of the trend line it was determined that 
other dispersions mechanisms, although not the primary mechanism, are significant and do affect 
particle interactions.  Poly(ethylene glycol) was determined to have a primary dispersion 
mechanism other than an electrostatic mechanism based upon the master curve.  The master 
curve for dispersion developed is in agreement with the literature and allows for the 
determination of the applicability of DLVO theory for a given suspension.  Therefore DLVO 
theory would not be applicable for suspensions using heptane, octanoic acid, and poly(ethylene 
glycol). 
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1.0 Title 

Predicting Electrostatic Stability of Colloidal Suspensions 
Keith J. DeCarlo 
William M. Carty 

2.0 Keywords 
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3.0 Abstract 

Electrostatic stability for inorganic colloids in organic mediums was predicted using DLVO 
theory.  Hamaker constants and double-layer potentials were calculated and used to determine 
the total interaction potential of the respective suspensions.  110 suspensions were tested (11 
suspension mediums and 10 types of colloidal particles) in order to create a broad experimental 
matrix and to test for a robust stability model.  An algorithm to predict stability was created by 
using viscosity as a metric for the total interaction potentials calculated by DLVO theory.  It was 
found that electrostatic suspension stability can be predicted using DLVO theory for non-
aqueous mediums. 

4.0 Introduction 

Electrostatic stability of colloids in a suspension is modeled through DLVO theory.1  Although 
the predictions set forth were confirmed for water through force balance studies, the results from 
non-aqueous suspensions were significantly different.2-4  The suggested inability of DLVO 
theory to predict stability of non-aqueous suspensions led to the hypothesis that other “non-
DLVO” forces were present in these suspensions. 

DLVO theory uses a force balance approach to predict stability.  When a particle is placed in a 
suspension, the particle develops a charged double-layer.  This development of a charged 
double-layer occurs in every medium and the magnitude of the charge is commonly measured by 
ζ- potential.  How the charge is developed in non-aqueous mediums, especially those that are 
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non-polar, is still not completely understood; what is important is that particles in these mediums 
demonstrate the generation of a double-layer by having a non-zero ζ-potential.5-8  This 
envelopment of a colloidal particle with charge (the double-layer) causes the net charge on the 
particle to decay to zero and is the same (sign and magnitude) for similar particles in the 
suspension.  Therefore, since the same charge is developed for similar particles, when the 
double-layers start to interact with one another, a repulsive potential (VR) can be calculated.1,9-12  
According to DLVO theory, in order for the particles to be dispersed (act independently) the 
developed repulsive force must overcome the intrinsic van der Waals attractive force between 
the particles. 

The development of van der Waals attraction between particles does not require the particles to 
be in a medium, the force is present in a vacuum.13-15  However, the inclusion of an intervening 
medium between particles will act to modify the potential.13  The van der Waals force has its 
basis in the quantum mechanics of the atoms and molecules through which an attractive potential 
(VA) can be calculated.4,9-25 

The total interaction potential is realized by the summation of the attractive and repulsive terms 
(VA and VR) as a function of separation distance (all variables are defined at the end of the 
chapter):1,9-12,22 
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The summation in Equation 106 is from 2 to 20 nm because of limitations of the van der Waals 
potential calculations.  At separation distances larger than 20nm, retardation effects become 
significant causing the Hamaker constant to be a function of separation distance.13,15  At 
separation distances smaller than 2nm, the Hamaker constant will again be dependent on 
separation distance due to the effect of the wave vector on the permittivity.26 

5.0 Experimental 

Colloids were evaluated in 12 different suspending mediums.  All non-aqueous mediums were 
designated as anhydrous by the supplier (but this was not verified).  The mediums were chosen 
based on polarity and functional group.  Polarity of the mediums was measured by the relative 
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static permittivities (dielectric constants) and ranged from 1.9 (heptane) to 78.5 (water) at 298K.  
Functional groups that were studied included alcohols, ketones, carboxylic acids, and glycols, 
using a variety of aliphatics and aromatics.  Poly(ethylene glycol) was the only polymeric 
medium studied.  In order to keep the poly(ethylene glycol) as a liquid at 298K and avoid 
spontaneous crystallization, 200 molecular weight was used.  2-Butanone and poly(ethylene 
glycol) will be referred to as MEK and PEG, respectively. 

 

Table XVIII. Characterization of the Suspending Mediums Used.  They are Listed in 
Order of Increasing Relative Static Permittivity. 

Suspending 
Medium 

Relative Static Permittivity, 
εr,static 

Chemical 
Class 

Functional 
Group Structure 

At 298K Reference 
Heptane 1.90 27 Alkane N/A Aliphatic 
Toluene 2.40 28 N/A Phenyl Aromatic 

Octanoic Acid 2.50 27 Carboxylic Acid Carboxyl Aliphatic 
sec-Butanol 15.8 28 Alcohol Hydroxyl Aliphatic 
2-Butanone 18.2 29 Ketone Carbonyl Aliphatic 
Isopropanol 18.3 28 Alcohol Hydroxyl Aliphatic 

Acetone 20.7 28 Ketone Carbonyl Aliphatic 
Poly(ethylene glycol) 22.1 30 Polymer Hydroxyl Aliphatic 

Ethanol 24.3 28 Alcohol Hydroxyl Aliphatic 
Methanol 32.6 28 Alcohol Hydroxyl Aliphatic 

Water 78.5 28 N/A N/A N/A 

 

Colloids were chosen based upon the isoelectric points (IEP) determined by the Parks 
relationship which correlates the ion size (S) and valence (z) to the IEP (Figure 17).31,32 
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Figure 17. Isoelectric points of some of the colloidal particles tested adapted from 
Parks.32  The Park’s relationship between the IEP and the size and valence of the cation is 
shown. 

 

The isoelectric point corresponds to the pH at which the shear plane of the colloids have no net 
charge.  The surface of the colloid becomes neutral through a series of equilibrium reactions 
between the particle surface and the medium.32  At pH values close to the IEP, since the double-
layer charge is negligible, attractive forces will dominate the system and cause the colloids to 
agglomerate.  The IEP can only be measured in aqueous suspensions because of the correlation 
to pH, pH is not a measurable property in non-aqueous mediums and therefore IEP cannot be 
defined.  It is hypothesized however, that since the different particles act differently in water 
(requiring a distinct equilibrium to form), different particles should also act differently in non-
aqueous suspensions.  In addition to choosing colloid types based upon their respective IEP, the 
ionic nature of the bonds and stoichiometry was varied.  A range of ionic characters from 0 
(covalent bonding) to 2.2 (ionic bonding) was demonstrated within the group of colloids tested.  
The only non-stoichiometric colloid tested was Co3O4 (CoO⋅Co2O3). 
  



 

104 

Table XIX. Characterization of the Colloids Tested in Order of Increasing 
Electronegativity Difference 

Chemistry Powder ID IEP Ionic Character 
SiO2 Quartz Quartz 2.0 1.7 SiO2 Vitreous Vitreous Silica 
Cu2O  Cu2O N/A 1.7 
CuO  CuO 9.4 1.7 

Co3O4  Co3O4 N/A 1.8 
Al2O3 Aluchem AC16SG A-AC 

9.0 2.0 Al2O3 Ceralox HPA-1.0 A-HPA 
Al2O3 Sumitomo AKP30 A-AKP 
TiO2 Anatase Anatase 6.2 2.2 TiO2 Rutile Rutile 

 

To determine if any chemical interactions between the colloid and medium were occurring, 50ml 
suspensions of 5vol% solids were prepared.  The suspensions were ultrasonicated for 150s and 
then mixed using a rotary mill for 18 hours.  The resulting suspensions were then dried in the 
fume hood (average temperature of 291K) for one week.  The resulting powder was analyzed via 
Helium pycnometry to determine if a significant change in density occurred.  Observation of a 
change in density of the powder would indicate that chemical reactions had taken place sufficient 
enough to change the bulk chemistry of the powder.  Suspensions prepared using poly(ethylene 
glycol) or octanoic acid as the medium were not tested because the vapor pressure of the 
respective mediums were extremely low at 291K requiring higher temperatures to evaporate.  
Increasing the temperature may cause sintering or a chemical reaction to occur which was not 
desirable for the experiment. 

The parameters concerning the viscosity experiments are described in a previous paper. 

6.0 Results and Discussion 

6.1 Repulsive Potential 

From the ζ-potential measurements, the repulsive potential between particles due to double-layer 
overlap can be calculated.  All corrected ζ-potential measurements are found in Table XX.  The 
ζ-potential acts as a scalar factor; however, the shape of the curves always is similar and is 
dictated by the Debye-length parameter which corresponds to the thickness of the double-layer.  
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The Debye-length is inversely proportional to the double-layer thickness and is a function of the 
static permittivity of the suspension medium.  Therefore as polarity of the medium increases, the 
larger the associated double-layer.  The larger the double-layer, the less of a charge decay from 
the particle surface towards the bulk.  Since the decay of charge is much less in polar mediums, 
the double-layers of colloids will begin to interact at larger separation distances compared to 
when a non-polar medium is used.  The effect of medium polarity can be observed in Figure 18. 
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Figure 18. Repulsive potential generated in vitreous silica as a function of separation 
distance for different suspending mediums.  The static dielectric constant of each medium 
is noted in the parentheses. 

 

6.2 Attractive Potential 

To determine the total interaction potential between colloidal particles the attractive force must 
also be calculated.  The attractive force between colloidal particles in a medium is dictated by the 
van der Waals forces which is commonly described by the Hamaker constant.  The Hamaker 
constant is a material specific term and therefore only a function of the colloid and the medium.  
The non-retarded Hamaker constant between similar colloids in each medium is listed in Table 
XXI.  It is observed that the Hamaker constant varies greatly with respect to colloid type, with a 
range over two orders of magnitude.  However with respect to suspending medium, the 
variability of the Hamaker constant is reduced. 
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Table XXI. Calculated Non-retarded Hamaker Constants (x 10-20J) at 298K Between 
Similar Colloids in Each Medium 

 
Vitreous 

Silica Quartz CuO Cu2O Al2O3 Anatase Rutile Co3O4 

Water 0.46 1.0 3.5 3.8 3.8 4.0 5.4 33 
Methanol 0.81 1.5 2.7 2.6 4.5 3.2 5.2 35 
Ethanol 0.51 1.1 2.8 2.9 4.0 3.4 5.2 34 

Isopropanol 0.50 1.2 3.0 3.0 4.3 3.5 5.5 35 
sec-Butanol 0.59 1.3 2.6 2.5 4.4 3.2 5.2 36 

Acetone 0.62 1.4 3.4 3.4 4.7 4.0 6.1 36 
MEK 1.0 1.4 1.9 2.0 3.7 2.2 3.8 33 

Heptane 0.29 1.0 3.5 3.4 4.1 4.1 5.7 34 
Toluene 0.38 1.0 2.6 2.7 4.1 3.1 4.9 35 

Octanoic Acid 0.10 0.6 3.1 3.2 3.3 3.6 5.0 33 
PEG 1.2 1.2 1.6 2.1 2.6 1.7 2.6 30 

 

Attractive potential as a function of particle separation distance curves have the same shape, 
unlike the repulsive potential curves.  The Hamaker constant is a scalar quantity and thus dictates 
only the magnitude of the potential (Figure 19). 
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Figure 19. Total van der Waals attractive potential as a function of separation 
distance and calculated non-retarded Hamaker constants (x 10-20J) for vitreous silica in 
parentheses next to the identified medium. 

 

6.3 Total Interaction Potential 

Total potential interaction energy curves were calculated for each medium-colloid combination 
by summation of the repulsive and attractive potentials (Equation 106, Figure 20).  Figure 20 
demonstrates the types of curves generated for vitreous silica in selected mediums. 
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Figure 20. Total interaction potential curves of vitreous silica as a function of 
separation distance for the selected mediums. 

 

Water and acetone generate the largest repulsive forces in vitreous silica.  Isopropanol also 
causes a repulsive force between particles to develop; however, the generated potential is much 
smaller than those generated in acetone and water. 

It is possible for the colloids to overcome the repulsive potential and move into the attractive 
potential region through Brownian motion.  The forces exerted on the colloids caused by 
Brownian motion may be large enough to overcome the repulsive potential and cause the 
colloids to move close enough together resulting in agglomeration.  Suspensions demonstrating 
this type of behavior will be dependent on temperature since Brownian motion is a thermal 
phenomenon.  The suspension using sec-butanol as the medium shows no repulsive forces 
developing; therefore, the colloids will move into the lowest energy state at a small separation 
distance (approximately 2nm) resulting in agglomeration.  In this case there is no potential 
barrier the colloids need to overcome though the Brownian motion, agglomeration will occur 
regardless of temperature.  Of the 110 suspensions tested, 70 demonstrated only an attractive 
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potential between particles (Figure 20, sec-Butanol).  Therefore the majority of suspensions were 
predicted to be unstable (Table XXII). 
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Table XXII shows that the three non-polar mediums (heptane, toluene, and octanoic acid) are 
predicted to cause agglomeration to occur in every type of colloid tested.  Water is inconclusive 
for all colloids, except for A-HPA, resulting in the hypothesis that water may be the best medium 
to induce dispersion without the need to incorporate an additive.  It is known that this prediction, 
for colloids to be dispersed in water with no additives, is invalid.  The reason for this prediction 
is due to the method for measuring ζ-potential.  ζ-potential measurements were completed using 
very low solids loading (approximately 0.01vol%) to reduce the interactions between particles; 
however, at these solids loadings the intrinsic COO- ions will affect the surface reactions.  At 
larger solids loadings, such as those used in the viscosity measurements, the COO- ions are at a 
relatively low concentration compared to the area of particle surface available that the effect 
becomes negligible. 

In addition to removing water from the experimental matrix, it is proposed that suspensions 
prepared with PEG, heptane, and octanoic acid also be removed.  Predictions set forth from 
DLVO theory only include suspensions that are electrostatically stabilized.  Suspensions which 
include other stabilization mechanisms will not follow the predictions made by DLVO theory.  It 
has been demonstrated that PEG, heptane, and octanoic acid introduce steric effects into the 
suspension resulting in other non-electrostatic forces to develop.33,34 

It is also important to discern what effects, if any, the mediums have on the particles.  If a 
medium causes the bulk particle to dissolve or cause a chemical reaction to occur, the value of 
the total interaction potential may not follow the DLVO prediction because of the chemical 
change of the particle or the suspension medium.  Dissolution (where atoms in the molecules of 
the colloid become separated), solvation (in which the molecules of the colloid are complexated 
by the medium), or oxidation/reduction reactions of the colloids in the mediums (oxidation or 
surface hydration) may have an effect on measured viscosities and ζ-potentials therefore making 
it important to identify potential interactions. 

All measured densities of the treated powders fell within a 5% difference with the original 
measured density indicating that there were no significant colloid-medium interactions 
occurring.  However, Cu2O presented a problem.  It was observed that with a higher solids 
loadings (20vol%) the Cu2O demonstrated solvation effects noted when completing the viscosity 
measurements leading to the colloid-medium interaction experiment described.  Such 
observations included adsorption or solvation of the medium with the Cu2O colloids resulting in 
no liquid phase present and discoloration of the suspension to a light green color.  Therefore 
Cu2O was considered interacting with the mediums and therefore removed from the experimental 
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matrix.  No other such observations were made when conducting the viscosity experiments with 
the other suspensions. 

The experimental matrix has been reduced to exclude mediums that cause dispersion 
mechanisms other than electrostatic to develop and colloids that interact with the selected 
mediums.  The resulting matrix includes seven mediums (excluding poly(ethylene glycol), 
octanoic acid, heptane, and water) and 12 types of colloids (excluding Cu2O).  For each of the 
suspensions the thermal boundary and the separation of the secondary minimum were recorded if 
they were present.  No thermal boundaries were calculated for the suspensions deemed to be 
unstable (Figure 20, sec-butanol).  A table was generated to discern which of the suspensions 
exhibited a thermal boundary and which did not (Table XXIII). 
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Table XXIII. Determination of the Thermal Boundary (in J/m2 x 10-6) of the 
Suspensions in the Reduced Experimental Matrix.  Suspensions Labeled N/A did not 
Show a Thermal Boundary. 

 Methanol Ethanol Isopropanol Sec- 
Butanol Acetone MEK Toluene 

A-AKP N/A N/A N/A N/A 34 21 N/A 
A-HPA N/A N/A N/A N/A 45 N/A N/A 
A-AC N/A N/A N/A N/A 13 N/A N/A 
Co3O4 N/A N/A N/A N/A N/A N/A N/A 
CuO 5.9 28 1.2 N/A 5.3 1.6 N/A 

Quartz N/A 20. 3.3 N/A 110 45 N/A 
Vitreous Silica 39 8.9 14 N/A 110 45 N/A 

Anatase 0.03 N/A N/A N/A 3.9 61 N/A 
Rutile N/A N/A N/A N/A N/A 5.7 N/A 

 

Therefore according to Table XXIII, a large number of suspensions were calculated to be 
unstable.  All suspensions using sec-butanol and toluene as the medium are predicted to be 
unstable.  At this point it is still unclear as to what the magnitude of the thermal boundary is 
required to cause the colloids to move into the secondary minimum rather than the primary 
minimum.  A thermal boundary which is too small will be overcome by colloids due to the 
intrinsic thermal energy and therefore cause agglomeration to occur since the colloids would 
then reside at the primary minimum.  If the thermal boundary is larger than the intrinsic thermal 
energy of the colloids, the colloids will move to the secondary minimum and either act 
independently or as a weakly flocculated suspension depending on the separation distance at the 
secondary minimum. 

To determine the intrinsic thermal energy of the colloids at 298K, the calculated thermal 
boundaries were compared to the viscosity measurements.  Specific viscosities above the cut-off 
value (1.1 x 104) were deemed unstable and therefore if a suspension showed a thermal boundary 
and a specific viscosity above the reference value, the intrinsic thermal energy of the colloids 
was enough to overcome the thermal boundary (Figure 21). 
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Figure 21. Vitreous silica and anatase suspended in methanol demonstrating the 
smaller thermal boundary calculated in anatase was overcome by the particles causing 
them to move into the primary minimum resulting in an unstable suspension (high 
viscosity).  The thermal boundary present for vitreous silica was large enough to cause 
the suspended colloids to move to the secondary minimum. 

 

Comparison of the specific viscosities of the suspensions and Table XXIII led to the conclusion 
that the intrinsic thermal energy of the colloids at 298K is 2.0 x 10-6 (± 1.9 x 10-6)J/m2.  
Therefore if the thermal boundary predicted by DLVO theory is less than approximately 2.0 x 
10-6J/m2, the intrinsic thermal energy of the colloids is large enough to overcome the barrier 
resulting in agglomeration at the primary minimum.  If the thermal boundary energy is larger 
than 2.0 x 10-6J/m2 the colloids will reside at the secondary minimum. 

When colloidal particles adopt a separation distance equivalent to the secondary minimum, the 
suspension can either be weakly flocculated or stable depending upon that separation distance 
and the magnitude of the van der Waals attraction or the depth of the secondary minimum.  A 
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weakly flocculated suspension can be characterized rheologically as a suspension with a large 
shear thinning exponent, (i.e. n > 1.0). 

Table XXIV shows that suspensions made with acetone and 2-butanone demonstrate a weakly 
flocculated case whereas the other suspensions do not and are considered stable.  This effect has 
been related to the equilibrium separation distance at the secondary minimum (Table XXV). 

 

Table XXIV. Shear Thinning Exponents, n, of the Experimental Matrix in Which the 
Stability was Deemed Unknown.  Suspensions Labeled N/A were Deemed Unstable. 

 Methanol Ethanol Isopropanol Acetone MEK 
A-AKP N/A N/A N/A 1.2 1.4 
A-HPA N/A N/A N/A 1.5 N/A 
A-AC N/A N/A N/A 1.5 N/A 
CuO 0.6 0.9 0.6 1.6 1.5 

Quartz N/A 0.6 0.8 1.3 1.1 
Vitreous Silica 0.8 0.7 0.8 1.7 0.8 

Anatase 0.9 N/A N/A N/A N/A 
Rutile N/A N/A N/A N/A 1.5 

 

Table XXV. Equilibrium Separation Distance (in nm) at the Secondary Minimum for 
Suspensions in Which the Stability was Unknown.  Suspensions Labeled N/A were 
Deemed Unstable. 

 Methanol Ethanol Isopropanol Acetone MEK 
A-AKP N/A N/A N/A 33.3 28.8 
A-HPA N/A N/A N/A 33.0 N/A 
A-AC N/A N/A N/A 28.7 N/A 
CuO 39.6 36.7 21.9 27.2 23.1 

Quartz N/A 41.4 27.6 44.5 35.2 
Vitreous Silica 56.5 41.7 36.0 44.2 35.4 

Anatase 42.9 N/A N/A 25.6 34.9 
Rutile N/A N/A N/A N/A 25.4 

 

Comparison of Table XXIV and Table XXV leads to the hypothesis that the minimum separation 
distance for stability at the secondary minimum is 40 ± 5 nm.  If the equilibrium separation 
distance is less than 40 ± 5 nm, the suspension will be weakly flocculated and characterized by a 
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shear thinning exponent greater than 1.0.  These findings have been consolidated into a flow 
chart to determine stability (Figure 22).  The results of application of Figure 22 to the 
suspensions tested are found in Table XXVI. 
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Figure 22. Flow chart depicting the requirements to discern if a suspension will be 
stable or not using DLVO theory. 
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Table XXVI. Results Using the Flow Chart in Figure 22 to Discern the Stability of the 
Suspension.  US – Unstable, S – Stable, and WF – Weakly Flocculated. 

 Methanol Ethanol Isopropanol Sec- 
Butanol Acetone MEK Toluene 

A-AKP US US US US WF WF US 
A-HPA US US US US WF US US 
A-AC US US US US WF US US 
Co3O4 US US US US US US US 
CuO S S WF US S S US 

Quartz US S WF US WF WF US 
Vitreous Silica S S S US WF S US 

Anatase US US US US US WF US 
Rutile US US US US US WF US 

 

There exists four types of outliers that do not follow the flow chart in Figure 22.  The first type 
occurs when the measured viscosity is within the stable region; however, the DLVO prediction is 
that the colloids will move to the primary minimum and be strongly flocculated.  This is 
observed when using sec-butanol as the suspending medium and CuO, Co3O4, vitreous silica, 
quartz, A-HPA, and A-AC as the colloids.  It is unclear as to why the viscosities measured are 
within the stable region; however, it is hypothesized that since sec-butanol wets the viscometer 
plates, error was induced from the flow behavior. 

The second type of outlier is observed with suspensions of isopropanol and CuO or quartz.  Here 
the predicted behavior is that the suspensions would be weakly flocculated; however, this is not 
supported by the shear thinning exponent values (0.6 and 0.8 respectively).  This is most likely 
caused by the suspension viscosity moving out of the measureable range of the viscometer at the 
higher shear rates. 

The third type of outlier exists in the suspension of 2-butanone and anatase.  The viscosity of the 
respective suspension was unmeasureable suggesting that the colloids have moved to the primary 
minimum; however, the DLVO theory predicts that the colloids are at the secondary minimum 
and therefore should be weakly flocculated.  It is possible that a large shear thinning exponent (n 
> 1.0) exists for this suspension; however, since the viscosity was extremely high and out of the 
measurable regime of the instrument used this could not be verified. 
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The fourth type of outlier is observed in only Co3O4 suspensions made using methanol and 
isopropanol.  In this case the measured viscosity is below the stability cut-off; however, the 
DLVO theory predicts that all Co3O4 suspensions will be unstable.  It is hypothesized that Co3O4 
being non-stoichiometric may have an effect in these mediums. 

7.0 Conclusions 

DLVO theory was used to predict the stability of colloids suspended in non-aqueous mediums.  
This required the calculation of the intrinsic van der Waals force, commonly described by the 
Hamaker constant, and the ion generated repulsive force.  Van der Waals forces were calculated 
via the macroscopic (Lifshitz) method using the Ninham-Parsegian dielectric representation.  It 
was found that the medium did not have as large an effect as the colloid type did.  The two silica 
types, quartz (crystalline) and vitreous (amorphous), had the lowest calculated van der Waals 
forces whereas the Co3O4 colloids demonstrated the largest van der Waals forces.  In order to 
overcome the intrinsic attractive force developed by the colloids and the subsequent 
agglomeration due to this force, a repulsive force is required and developed by generation of a 
double-layer.  Since only similar colloids were used in suspensions, the charge on the double-
layer of all colloids in the respective suspension would be the same and the interaction of two 
similarly charged double-layers would result in a repulsive force.  The key to producing a stable 
or dispersed suspension is to generate a double-layer in which the magnitude to the charge is 
large enough to overcome the attractive van der Waals forces.  The charge (magnitude and sign) 
of the double-layer was measured via the ζ-potential for each of the suspensions tested. 

The total interaction potential between two colloids in the respective medium was calculated by 
the summation of the attractive force and the repulsive force.  The attractive potential is negative 
in sign, demonstrating a low energy state and therefore desirable, where the repulsive potential is 
positive signifying an increased energy state for the colloids.  Therefore colloids will always 
attempt to agglomerate; however, by generating a repulsive potential the total interaction 
potential can result in acquiring an energy barrier from which the colloids will have to overcome 
in order to agglomerate or completely exceed the magnitude of the attractive potential causing 
the lowest energy state to be at a large separation distance.  Total interaction as a function of 
separation distance was determined for each suspension in the experimental matrix. 

It is important to be aware that DLVO only looks to predict electrostatic stabilization 
mechanisms; therefore, if another stabilization method is employed the DLVO model will not be 
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applicable.  The hypothesized “non-DLVO” forces are most likely an artifact of a different 
stabilization technique.  Based upon the assumptions of the DLVO theory the original 
experimental matrix was modified to remove suspensions which did have other mechanisms 
operating.  To do this a master curve was defined which correlated specific viscosity at a shear 
rate of 1.0s-1 to the shear thinning exponent.  Suspension mediums which did not follow the 
defined trend include heptane, octanoic acid, and poly(ethylene glycol) and were therefore 
removed from the experimental matrix.  The generated master curve is in good correlation to the 
current literature which shows that steric effects start to arise when the chain length exceeds 6 
carbon atoms.33 

In addition to DLVO calculations, viscosity was measured as a way to determine suspension 
stability (low viscosity values correlate to a stable suspension).  It was found that colloids have a 
thermal energy of 2.0 x 106 ± 1.9 x 106 J/m2.  Therefore if the energy barrier formed from the 
interaction of the attractive and repulsive potentials is larger than the thermal energy of the 
colloids, the colloids will not overcome the barrier and move into the secondary minimum.  If the 
energy of the barrier is less than that of the thermal energy of the colloids the colloids will move 
into the primary minimum and agglomerate.  If the colloids are in the secondary minimum the 
suspension can be either weakly flocculated, if the separation distance between colloids at the 
secondary minimum is less than 40 ± 5nm, or stable, if the separation distance between colloids 
at the secondary minimum is greater than 40 ± 5nm.  Based upon the revised experimental 
matrix a flow chart (Figure 22) was developed to ascertain if a suspension is predicted to be 
stable.  The developed flow chart demonstrated good correlation with viscosity measurements. 

8.0 List of Variables 

A132 – Hamaker constant between two different colloids of material type 1 and 2 separated by a 
dielectric medium (3) 

D – Total separation distance 

T – Temperature 

Um – Free energy at the mid-point plane between interacting particles 

U∞ – Free energy of the bulk suspension 

VT – Total interaction potential 

εr,static – Relative static permittivity (Dielectric constant) 
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η – Viscosity at 298K 

ζ – ζ-potential 
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VI. CONCLUSIONS 

The applicability of DLVO (Derjaguin, Landau, Verwey, and Overbeek) theory to non-aqueous 
suspensions has been demonstrated by the agreement of the predictions made from the calculated 
total potential curves with the viscosity measurements.  DLVO theory is only applicable to 
suspensions in which the only significant dispersion mechanism is an electrostatic effect.  For 
suspensions in which other mechanisms are present, the predictions set forth by DLVO theory 
are not valid.  It is hypothesized that determination of the stabilization mechanism is possible by 
correlation of the viscosity of the suspension at a shear rate of 1.0s-1 to the shear thinning 
exponent of the suspension.  It was found that if the suspension parameters described fell on the 
line, y = 64.8[exp(8.86x)], within a 95% confidence interval, the mechanism of dispersion for the 
suspension is electrostatic.  Once the stability mechanism is determined to be solely electrostatic 
in nature, DLVO theory can be employed to predict stability via the total interaction potential 
between colloids.  The total interaction potential was generated from the summation of the 
attractive and repulsive potentials as a function of separation distance between interacting 
particles. 

The attractive potential was calculated using the Lifshitz method with the Ninham-Parsegian 
dielectric dispersion model.  It was determined that the ultraviolet/visual characteristic relaxation 
frequency can be predicted using the bandgap, resulting in calculated Hamaker constants for 
oxide particles which are in agreement with the published values (using the Cauchy analysis).  
Using the bandgap to predict the attractive potential of non-oxide particles (e.g. diamond and 
SiC) results in significant error; however, since it was observed that the non-oxide colloids 
followed a similar linear trend, the error can be corrected.  Other methods for predicting the 
value of the Hamaker constant have been proposed, the most commonly used being the Pugh 
approximation; however, using the proposed bandgap method has been shown to yield a more 
accurate value relative to the published values. 

The relative magnitude of the Hamaker constant for a specific colloid in various mediums is 
sometimes approximated with the refractive index of the medium; the larger the refractive index 
of the medium, the smaller the Hamaker constant and subsequent van der Waals attractive 
potential.  It has been theorized that a larger refractive index will effectively renormalize the 
boundary between particles resulting in a larger separation distance.  This work demonstrates 
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that this approach is not valid as the Hamaker constant for most colloids does not vary in 
suspension medium according to the predicted trend.  It is hypothesized that the respective 
prediction is problematic because the refractive index is only a measure of the electronic 
contribution to the dielectric dispersion and does not account for other relaxations in the 
microwave and infrared frequency ranges. 

It is proposed that a more accurate prediction of the relative magnitude of the Hamaker constant 
can be made by determination of the ionic character of the bonding within the colloids.  It was 
observed that the ionic character had an indirect relationship with ionic character of the bonds 
within the colloid for oxide particles.  Colloids such as SiO2 (ionic character of bonds = 1.54) 
had a relatively small Hamaker constant (0.46 x 10-20J), whereas rutile (ionic character of bonds 
= 1.9) had a larger Hamaker constant (5.4 x 10-20J).  The basis of this observation is hypothesized 
to be due to the increased strength of the dipoles as the ionic character increases.  This trend was 
not observed for the non-oxide or non-stoichiometric colloids. 

It was observed through ζ-potential measurements that significant charge was developed on the 
surface of colloids in non-aqueous mediums.  The development of surface charge in water is well 
understood through chemical reactions between the colloid surface and the hydronium and 
hydroxyl ions present.  The development of charge in non-aqueous mediums; however, is not as 
well understood.  It is hypothesized that, unlike in water where the dissociation (into hydronium 
and hydroxyl ions) first takes place and then surface reactions occur, in mediums in which the 
equilibrium constants of dissociation are much lower than that of water the medium molecules 
are first adsorped onto the colloid surface in which dissociation occurs by proton exchange and 
then desorbs. 

Commonly the stability of a suspension is correlated to the value of the ζ-potential.  This 
resulted in a (now defunct) NIST standard which stated that a ζ-potential of 30mV was required 
for dispersion; however, this approach has been observed to be problematic.  For example a large 
ζ-potential value was measured for the anatase/heptane suspension (112.5mV); however, the 
respective suspension was measured via viscosity to be unstable (agglomerated).  The correlation 
between ζ-potential and suspension stability is inaccurate because it does not account for the 
degradation of the charge away from the colloid.  The degradation of the charge is indirectly 
proportional to the thickness of the double-layer formed – the larger the double-layer, the less the 
charge degrades from the colloid into the bulk suspension.  As polarity (dielectric constant) of 
the suspending medium increases, so does the thickness of the double-layer because of the ability 
of the medium to transmit the surface charge to distances further away from the colloid surface.  



 

128 

Therefore, a non-polar medium, such as heptane, may generate a large charge on the colloid 
surface; however, since the double-layer is relatively small, the repulsive potential generated 
from the surface charge will not become significant until interacting colloids are very close in 
proximity at which the van der Waals attraction between them is already significantly larger than 
the repulsive potential. 

It was predicted from the total interaction potential that most suspensions would be unstable 
which was consistent with viscosity measurements.  A thermal barrier was not observed for most 
unstable suspensions only a primary minimum resulted from the calculations.  Suspensions in 
which a thermal barrier was associated had the possibility of being either stable, weakly 
flocculated, or unstable.  If the energy introduced to the suspended colloids through Brownian 
motion was enough to overcome the thermal barrier, the interacting colloids would move into the 
primary minimum resulting in agglomeration; however, if the colloids could not overcome the 
thermal barrier they moved to the secondary minimum.  The critical thermal barrier was 
measured to be approximately 2.0x10-6J/m2 which was determined by viscosity measurements.  
If the colloids moved into the secondary minimum, one of two suspension types would result: 1) 
a weakly flocculated suspension characterized by a viscosity at a shear rate of 1.0s-1 greater than 
the stable cut-off value (specific to each medium) and a shear thinning exponent greater than 1.0 
or 2) a stable suspension characterized by a viscosity at a shear rate of 1.0s-1 less than the 
specific viscosity cut-off value (1.1 x 104).  It is hypothesized that the suspension type can be 
predicted by the equilibrium separation distance at the secondary minimum.  If the separation 
distance is greater than approximately 40nm, a stable suspension will result; however, if the 
separation distance is less than approximately 40nm, a weakly flocculated suspension will result. 
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VII. APPENDIX A: ELLIPTICAL INTEGRAL PROGRAM 

1.0 Program 

Program used as a spreadsheet add-in (Excel, v.2010, Microsoft, Redmond, WA) is presented in 
Table A-I and Table A-III for the first (Equation A-1) and second (Equation A-2) order elliptical 
integrals respectively. 
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These programs helped to produce an exact solution to the DLVO calculations. 
 

Table A-I. Add-in Program Used to Calculate First Order Elliptical Integrals.  k and φ 
are Expressed in Radians in the Worksheet. 

Line Program Step Comments/Documentation 

1 Function EllipInt1(ByVal phi As 
Double, ByVal k As Double) As Double  

2 Dim F As Double, phideg As Double  
3     phideg = 180 * phi / pi_ ' convert phi to degrees 
4     kdeg = 180 * k / pi_ ' convert k to degrees 

5     If phideg = 5 And kdeg = 6 
    Then F = 0.08726767 

' Example of If Then statements to determine 
the value of the elliptical integral based on 
Table A-II.  Repeats until the values entered 
for phi and k are found. 

6     EllipInt1 = F ' Return the value 
7 End Function  
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Table A-II Example Table of Solutions to the First Order Elliptical Integral Adapted 
from Abramowitz1 

  φ 
  0° 5° 10° 

k 

0° 0.00000000 0.08726646 0.17453293 
2° 0.00000000 0.08726660 0.17453400 
4° 0.00000000 0.08726700 0.17453721 
6° 0.00000000 0.08726767 0.17454255 
8° 0.00000000 0.08726860 0.17454999 

 

Table A-III. Add-in Program Used to Calculate Second Order Elliptical Integrals.  k 
and φ are Expressed in Radians in the Worksheet. 

Line Program Step Comments/Documentation 

1 Function EllipInt2(ByVal phi As Double, ByVal 
k As Double) As Double 

' 2nd order elliptic integral – k in Rad, 
phi in Rad 

2 Dim E As Double, phideg As Double  
3     phideg = 180 * phi / pi_ ' convert phi to degrees 
4     kdeg = 180 * k / pi_ ' convert  to degrees 

5     If phideg = 5 And kdeg = 6 
    Then E = 0.08726525 

' Example of If Then statements to 
determine the value of the elliptical 
integral based on Table A-IV.  
Repeats until the values entered for 
phi and k are found. 

6     EllipInt2 = E ' Return the value 
7 End Function  

 

Table A-IV. Example Table of Solutions to the Second Order Elliptical Integral 
Adapted from Abramowitz1 

  φ 
  0° 5° 10° 

k 

0° 0.00000000 0.08726646 0.17453293 
2° 0.00000000 0.08726633 0.17453185 
4° 0.00000000 0.08726592 0.17452864 
6° 0.00000000 0.08726525 0.17452330 
8° 0.00000000 0.08726432 0.17451587 
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